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About the Modelling and Simulation Society of
Australia and New Zealand

The Modelling and Simulation Society of Australia and New Zealand Inc. has been active
since 1974, and has run the previous 23 MODSIM Congresses in Australasia.

The society represents modellers and managers with interests in using quantitative and
qualitative methods to manage practical problems in industry, environment, science, societal
and economics areas. It is affiliated with the International Association for Mathematics and
Computers in Simulation. www.mssanz.org.au.

About the Australian Society for Operations Research

The Australian Society for Operations Research (ASOR) was founded in 1972 and has about
400 members nationwide. ASOR, like other national societies is affiliated to the International
Federation of Operational Research Societies (IFORS).

ASOR serves the professional needs of OR analysts, managers, students and educators by
publishing a National Bulletin and National and Chapter Newsletters. The society also serves
as a focal point for operations researchers to communicate with each other and to reach out
to other professional societies. www.asor.org.au.

About the DSTG-led Defence Operations Research
Symposium (DORS)

DSTG develops and utilises a broad range of OR methods and techniques to address current
and future problems in Defence and to provide high impact advice to Defence. The focus is
to contribute significantly to the development of future capability through supporting the
evolution of joint concepts, future force structure, capability assessment, and opportunities
to leverage disruptive technologies. By running DORS as an annual event, DSTG brings
together the Defence OR community — including partners and collaborators from
government, academia and industry — as an opportunity to highlight recent achievements in
these areas and discuss current work. DORS therefore covers a range of topics applied across
multiple domains (maritime, land, aerospace and joint) including the employment of
simulation, optimisation, experimentation, wargaming and systems approaches.

About the International Environmental Modelling and
Software Society

iEMSs is a not-for-profit organization uniting private persons and organizations dealing with
environmental modelling, software and related topics.

The aims of the iEMSs are to: develop and use environmental modelling and software tools
to advance the science and improve decision making with respect to resource and
environmental issues. This places an emphasis on interdisciplinarity and the development of
generic frameworks and methodologies which integrate models and software tools across
issues, scales, disciplines and stakeholders with respect to resource and environmental issues;
promote contacts among physical, social and natural scientists, economists and software
developers from different countries and coordinate their activities; improve the cooperation
between the sciences and decision makers/advisors on environmental matters; exchange
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information in the field of environmental modelling and software among scientific and
educational organizations and private enterprises, as well as non-governmental
organizations and governmental bodies. www.iemss.org

About the International Microsimulation Association

The International Microsimulation Association was founded in October 2005 with the aim of
advancing the field of microsimulation. Microsimulation is a technique developed by Guy
Orcutt which uses individual level data to model economic and social outcomes. The
important detail is that all the modelling is done at the individual level, allowing the person
doing the modelling to identify impacts of an external factor, like Government Policy, on
individuals, families, households, firms, etc. These impacts can then be aggregated, and the
impact on different sub-groups of the population (eg, age, income group, etc) can be
identified. In the field, this is called identifying the distributional impacts. The paper outlining
Orcutt's original vision is republished in the International Journal of Microsimulation.
www.microsimulation.org

About the 24th International Congress on Modelling
and Simulation (MODSIM2021)

MSSANZ, ASOR and DORS bring together a broad spectrum of scientists who apply various
mathematical modelling, simulation, statistical, engineering, spatial and computer science
methodologies and skills to solving practical problems coming from a wide range of
endeavours. For them, the practical matter under investigation and the available data are the
driving forces behind the methodology chosen for the task, or in developing techniques
required to analyse new models.
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Distinguished Professor Belinda Medlyn

Western Sydney University

Climate change and Australian vegetation: Where are we
headed?

Belinda Medlyn is Distinguished Professor of Ecosystem Modelling at the
Hawkesbury Institute for the Environment, Western Sydney University. Her
research focuses on modelling responses of plant ecosystems to environmental
change, particularly rising carbon dioxide, warming temperatures, drought and
heatwaves. She currently holds an Australian Research Council Georgina Sweet
Laureate Fellowship and is leading a team developing a dynamic vegetation
model that aims to predict future dynamics of Australian vegetation. She
collaborates widely to synthesise experimental data and develop evidence-based
models of climate impacts on vegetation. For example, her work on water use by
plants drew together the main strands of evidence about stomatal behaviour to
develop a unified theory that serves as a major framework for research in this
area. She has been instrumental in international projects evaluating ecosystem
models against Free-Air CO2 Enrichment (FACE) experiments, and leads model
synthesis activities at the Eucalyptus FACE experiment in Western Sydney. Her
work on modelling drought death in forests led her to establish the Dead Tree
Detective citizen science initiative. She is an editor for New Phytologist, a member
of the Terrestrial Ecosystems Research Network (TERN) Science Advisory
Committee and a Clarivate Analytics Highly-Cited Researcher (2018-2020).

Professor Holger Maier

University of Adelaide

Unite and conquer: Overcoming decision paralysis and
confusion in the face of a cloud of methods, models and
metrics

Holger is Professor of Environmental Engineering at the University of Adelaide.
His interests are in developing and applying methods that result in sustainable
outcomes, especially when dealing with complex systems in an uncertain
environment. Examples of this include the development of decision support
systems for long-term disaster risk reduction under a range of plausible futures,
the development of innovative bottom-up climate impact assessment methods,
the development of adaptive approaches to urban stormwater management
using smart technologies and the development of approaches supporting the
decarbonisation of the gas industry. Holger is a Fellow of the Modelling and
Simulation Society of Australia and New Zealand, a recipient of the Biennial
Medal of the International Environmental Modelling and Simulation Society and
an Editor of Environmental Modelling and Software.




Professor David Hamilton

Australian Rivers Institute, Griffith University

Are our models keeping pace with the evolving data
deluge?

David Hamilton is Deputy Director and Professor in Water Science at the
Australian Rivers Institute, Griffith University. He has held positions bridging
engineering and environmental sciences; in Environmental Engineering at the
University of Western Australia, Biological Sciences at the University of Waikato
in New Zealand, and his current position. He was the inaugural Bay of Plenty
Regional Council Chair in Lake Restoration at the University of Waikato and held
this position from 2002 to 2017. As Lake Restoration chair, he worked closely with
lake managers to implement predictive models to support restoration programs.
This work, along with a national-level lake restoration program, culminated in
publication of The Lake Restoration Handbook: A New Zealand Perspective in
2019. Hamilton uses autonomous environmental sensors to improve model
predictions that provide insights into the recovery of freshwater ecosystems. He
has been closely involved in management and policy implementation for
freshwater ecosystems, holding appointments with the Ministry for the
Environment (NZ) and advisory roles for regional councils and industry groups in
New Zealand and Australia, as well as supporting assessments in USA, Thailand,
Austria, China, Western Samoa and Malaysia. He is a past President of the New
Zealand Freshwater Sciences Society, editor-in-chief of the scientific journal
Inland Waters and associate editor for several other aquatic journals.

Professor Ganna Pogrebna

The University of Sydney

Anthropomorphic learning: Bridging behavioural science
and data science to predict human behaviour

Ganna Pogrebna is Professor of Behavioral Business Analytics and Data Science
at the University of Sydney. She also serves as a Lead of Behavioral Data Science
strand at the Alan Turing Institute — the national centre for Al and Data Science
in London (UK), where Gannais a fellow working on hybrid modelling approaches
between behavioral science and data science (e.g., anthropomorphic learning).
Ganna published many articles in high-quality peer-refereed journals. Prior to
joining the Leadership Quarterly editorial team, Ganna served as an associate
editor of Judgement and Decision Making journal. Ganna studied Economics at
the University of Missouri Kansas City (US) and the University of Innsbruck
(Austria). She holds a Ph.D. in Economics and Social Sciences. At different points
of her career, Ganna worked at Columbia University in New York (USA), the
University of Bonn (Germany), Humboldt-Universitat zu Berlin (Germany), the
University of Innsbruck (Austria), the University of Warwick (UK), and the
University of Birmingham (UK).




Blending behavioral science, Al, computer science, data analytics, engineering,
and business model innovation, Ganna helps leaders in businesses, charities, and
public sector to better understand why they make decisions they make and how
they can optimize their behavior to achieve higher profit, better social and
commercial outcomes, as well as flourish and bolster wellbeing of their teams.
Her recent projects focus on the role of smart technological and social systems,
human-computer and human-data interactions, as well as human-machine
teaming in organizations and how these current and future technologies impact
leadership and leaders' decision making.

Ganna published extensively in high-quality peer-refereed journals including the
Leadership Quarterly, Management Science, Economic Journal, Journal of
Applied Econometrics as well as many others. Ganna’s work on risk analytics and
modelling was recognized by the Leverhulme Research Fellowship award. In
January 2020, she was also named as the winner of TechWomen100 — the prize
awarded to leading female experts in Science, Technology, Engineering and
Mathematics in the UK. She is also named as one of 20+ Inspiring Data Scientists
by the Al Time Journal. Over the years, she led as well as contributed to a large
number of projects, funded by UK Research and Innovation (including ESRC,
EPSRC, and other governmental bodies in the UK), the Leverhulme Trust, as well
as a number of private organizations; and won competitions for over a total of
£15 million in research funding since 2013.

Ganna runs the Data Driven blog on YouTube (https.//bit.ly/datadrivenyoutube),
cybersecurity blog CyberBitsEtc, as well as Inclusion Al blog. She is also an
occasional contributor to the VOXEU blog, BBC blog, and the Alan Turing
Institute blog. Her work is regularly covered by the traditional as well as social
media. Ganna is one of the contributors to the Oxford Handbook of Al Ethics.
She is also currently co-editing the Cambridge Handbook of Behavioral Data
Science, which is due to be published in 2022.
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Queensland University of Technology
(President’s invited plenary for mid-career researchers)

Exploiting the exciting interface between mechanistic and
statistical models

Matthew is a Lecturer of Applied Mathematics at Queensland University of
Technology, Brisbane. He is an applied mathematical modeller of
environmental and biological systems, with a strong interest in using these
models to inform decision-making. Matthew's work aims to bridge the gaps
between modellers and decision-makers, by showing how mathematics can be
used to gain substantial insights into how environmental systems function as
well as inform their management. Mathematical techniques of interest include
differential equation models, Bayesian statistics, and value-of-information
analysis, but ultimately the technique used depends on the goal of the research.
He is currently contributing decision science support for the Great Barrier Reef's
Restoration and Adaptation Program, using models to investigate the potential
for catastrophic ecosystem shifts in Antarctica, and developing new
communication tools to improve model-data integration in the water modelling
sector. Matthew was the recipient of a Discovery Early Career Researcher Award
in 2020.
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Exploiting the exciting interface between
mechanistic and statistical models

Matthew P. Adams *°

aSchool of Mathematical Sciences, ARC Centre of Excellence for Mathematical and Statistical Frontiers,
and the Centre for Data Science, Queensland University of Technology, Brisbane QLD Australia
® School of Chemical Engineering, The University of Queensland, St Lucia QLD Australia

Email: mp.adams@qut.edu.au

Abstract:  When modelling real-world phenomena, there may be a flood (or a drought!) of data accompanied
by a cloud of uncertainty. But where does this uncertainty come from? The uncertainty could be irreducible,
and thus our best bet is to use the available data to devise a statistical model. We may, given time, be able to
obtain process-based understanding of the system, and then our best bet might be to devise a (usually
complicated!) mechanistic model.

However, the true pathway in many cases lies somewhere in between. This creates tension for mathematical
modellers who may typically have been trained in one of two camps: (1) a process-based world that hinges on
a physical understanding of the system, represented by some combination of ordinary differential equations,
partial differential equations, and other physical formulas, or (2) a world built on correlations or formulas with
little physical underpinnings but provide a solid foundation to produce meaningful predictions quickly.
Research in the latter camp has exploded recently with the expansion of machine learning and artificial
intelligence techniques, but is also beginning to introduce regulations that ensure quality control in the
application of these techniques (e.g. responsible artificial intelligence). Mechanistic and statistical models can
learn much from each other. For example, process-based models can be used to sense-check the predictions of
statistical models, and statistical models can emulate process-based models for rapid gains in computational
efficiency. Strategic model hybridization from these two different approaches may yield a balance between
mechanistic insights and impactful outcomes.

This talk explores research work which bridges the divide between mechanistic and statistical models. Such
work typically requiring cross-training at the postgraduate or postdoctoral level and is a potential route to take
best advantage of the strengths of both modelling strategies. Analogous to the broader tension felt between
fundamental and applied research, hybrid modelling strategies may also have the potential to balance the two
scientific progress goals of mechanistic insights and practical predictions. | will present some of the lessons
my colleagues and | have learned about navigating this mechanistic/statistical interface with examples of
surprising and unexpected outcomes we have seen in the fields of biology, ecology, agriculture and elsewhere.
These examples include applications where:

» Statistical techniques can inform strategic simplification of mechanistic models,

» Mechanistic and statistical models have equal predictive power, but each has a preferred usage
depending on the model’s goal,

» Emulation of a mechanistic model will be utterly essential to practically inform decision-making, and

> Statistical assumptions vastly alter conclusions about parameter identifiability in both model types.

Keywords: Mechanistic models, modelling approaches, predictions, scientific impact, statistical models
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Are our models keeping pace with the evolving data
deluge?
David P. Hamilton

Australian Rivers Institute, Griffith University, Nathan, 4111, Australia
Email: david.p. hamilton@griffith.edu.au

Abstract:  Environmental sensors collect information on a broad suite of variables at a range of spatial and
temporal scales. At one extreme are remote sensing devices on satellites that provide information at regular
intervals (days) over scales of tens to hundreds of metres. At the other extreme are in situ sensors that collect
data from a fixed point at intervals of seconds to minutes. The integration and harmonisation of these data (see
O’Grady et al. 2021) provide an unprecedented opportunity to test the predictive capability of process based
models. The question arises: are we fully utilising this opportunity to improve our water models?

High frequency data can greatly increase the number of measurements available for comparison with state
variable outputs from dynamic models, as well as supporting determination of kinetic parameters from rates of
change of variables. For example, high frequency measurements of dissolved oxygen in water can be compared
directly to modelled dissolved oxygen or used to derive indices like lake metabolism, as well being useful for
quantifying key kinetic parameters like production and respiration. Variables such as temperature and dissolved
oxygen, with appropriate quality control/quality assurance, are highly suitable for these types of assessments.
Some variables measured with sensors (e.g., turbidity, chlorophyll fluorescence) require careful and skilled
interpretation because they may only be proxies for model state variables and are often subject to a number of
interferences. For this reason, sensors require user expertise through a full sequence of probe selection,
deployment, calibration and quality assurance/quality control (QA/QC).

I contend that for a number of reasons, modellers have not yet exploited the potential of sensor data for model
calibration and validation. First, compensation for sensor interference is often inadequate and readings can be
misinterpreted; QA/QC of data is critical. Second, comparisons of measurements against model state variables
remain the ‘standard’ for calibrating models. This option may be suitable for sparse, non-sensor data but it
negates opportunities for direct calculation of kinetic parameters from, for example, using first and second time
derivatives of sensor data (i.e., to identify rates of change and inflection points, respectively). Third, working
with sensor data requires strong disciplinary expertise — similar to working with numerical models — and we
need to break the disciplinary shackles to harmonise data and develop data assimilation techniques to drive
model simulations and align measured proxies with state variables in models.

For calibration of water quality models, we often still rely on routine water sampling (e.g., collecting ‘grab
samples’) at a measurement frequency that is orders of magnitude less than that used for sensors. This problem
is relevant to many of the water quality issues that interest managers, e.g., whether an algal bloom will appear;
the level of water contamination by pathogens; and whether nutrient levels are high enough to trigger water
quality problems (e.g., deoxygenation of bottom waters). However, a new generation of smart field sensors
that uses optical chemical and biosensors, automated eDNA methods and miniaturised laboratory instruments
is beginning to address the issue of disparity of monitoring frequency for biogeochemical constituents that is
relevant to models. Integration of data from these sensors into well-established sensor networks should enable
the development of a new generation of biogeochemical algorithms for water models and allow us to progress
beyond the lumped state variable approaches and Michaelis-Menten kinetics descriptions that characterise most
current applications. With these advances, we will be in a better position to apply process based models to
address the specific questions of relevance to water managers and narrow the confidence intervals of model
projections.

REFERENCE
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Unite and conquer: Overcoming decision paralysis
and confusion in the face of a cloud of methods,
models and metrics

@ School of Civil, Environmental and Mining Engineering, University of Adelaide, Australia

Email: holger.maier@adelaide.edu.au

Abstract: Research output is increasing at an ever-increasing pace. At the same time, there is a
growing recognition of the need for this research by industry, who struggle to deal with mounting
complexity and uncertainty. However, often, research outputs add to this complexity and uncertainty, rather
than help alleviate it. This is partly due to the significant increase in the volume and availability of
research outputs, but also because of the propensity of researchers to name, brand and market the
methods, models and metrics they publish, without sufficient connection to each other and existing work.
This makes it difficult for industry, and other researchers, to know which methods, models and metrics are
most appropriate, as they are often viewed as competing, stand-alone alternatives. However, in many cases,
these branded methods, models and metrics are strongly related to each other, as well as to those
proposed previously (often many decades prior). Consequently, there is a need to articulate these
connections and relationships to assist with overcoming the decision paralysis and confusion stemming
from the naming, branding and marketing of methods, models and metrics, which fosters the illusion that
users have to choose from one of a large number of competing paradigms, rather than from variations
on a theme. This talk will present a number of examples of unifying frameworks in the areas of
robustness analysis, uncertainty and sensitivity analysis, machine learning, optimisation and water
resources management that highlight that many named methods, models and metrics are complementary,
rather than competing paradigms. It will also challenge the research community to move away from the
practice of naming, branding and marketing their “new” methods, models and metrics, and to clearly
articulate the relationship with other, often historical approaches. Unfortunately, this is not encouraged by the
metrics that are used increasingly to measure research performance, as they reward practices that favour
competition, rather than collaboration, and encourage referencing research from recent years.

Keywords:  Modelling approaches, branding, unifying frameworks
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Climate change and Australian vegetation: where are
we headed?

B.E. Medlyn

@ Hawkesbury Institute for the Environment, Western Sydney University, NSW, Australia
Email: B.Medlyn@westernsydney.edu.au

Abstract:  From the wet tropical rainforest to the saltbush plains, the Australian vegetation has been shaped
by climate over millennia. Now, as anthropogenic climate change accelerates, we are likely to see significant
impacts on the function and distribution of native vegetation, but it is not yet clear what form those impacts
will take. Detection, attribution, and prediction of changes in vegetation remains a large challenge, particularly
in Australia. Notable shifts that have been reported to date include: significant greening in some regions, likely
associated with CO2 fertilisation; shifts in timing of pasture grass productivity, associated with changing
rainfall patterns; tree dieback, associated with hotter droughts and pest outbreaks; and increased fire frequency,
associated with increases in fire weather. Such changes in vegetation function have major implications for our
land-based natural capital, and there is a critical need for predictive models to assess risks to ecosystem
services.

A key challenge for prediction is to capture the interactions and feedbacks among environmental drivers (e.g.
rising CO2 concentrations, increasing temperatures, changes to rainfall patterns) and vegetation processes (e.g.
productivity, carbon sequestration, water use, nutrient cycling, flammability). Mechanistic vegetation models
simulate the interactions among these major processes, and their responses to environmental drivers, in order
to predict vegetation growth and dynamics over time.

Typically, however, there is significant disagreement across models, reflecting the considerable scientific
uncertainty involved in attempting to describe and quantify the key biological processes. The use of model
intercomparisons to identify major areas of disagreement and target experimental design to reduce uncertainty
has proved to be a valuable way forwards, providing new scientific insight as well as improved confidence in
model predictions.

One notable example of this approach has been the iterative application of vegetation models to Free-Air CO2
Enrichment (FACE) experiments. These experiments fumigate patches of vegetation to elevate atmospheric
carbon dioxide (eCO2) and track changes in ecosystem processes over time. Several large-scale FACE
experiments commenced in the late 1990’s and ran for over a decade. The experimental data were then used to
evaluate the responses to eCO2 predicted by a range of vegetation models. The data were able to discriminate
among some sets of model assumptions — for example those related to water-use efficiency, carbon allocation,
and tissue stoichiometry — but were not sufficient to constrain other model assumptions. Thus, for new FACE
experiments, there has been a concerted effort to run model intercomparisons in advance of the experiment. At
the Eucalyptus FACE experiment (EucFACE) experiment in western Sydney, for example, model
intercomparison was used to identify a priori the major competing hypotheses causing disagreement among
models, enabling data collection to be targeted at discriminating among these assumptions. Data emerging
from the first five years of the experiment’s operation are now being used to constrain and develop the next
generation of vegetation models.

Similar approaches are being applied to advance model representations of processes leading to drought
mortality, fire frequency, and vegetation distributions. The iterative model-data integration approach described
here is a powerful way to advance scientific understanding and our capacity to predict, and plan for, future
vegetation dynamics.

Keywords: Dynamic vegetation model, carbon sequestration, carbon dioxide, climate change, model
intercomparison
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Anthropomorphic learning: Bridging behavioural
science and data science to predict human behaviour

Ganna Pogrebna
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Abstract:  Understanding and modelling human behaviour is one of the major tasks facing industry and
academia of the future. This task is especially important when we consider interactions between humans and
technology. Decision support systems, suggestion systems, automation, etc. — all these technologically intense
aspects of human life require accurate predictions of what people like, what people prefer, and where people
need help of algorithms and automated agents. Under these circumstances, recent advances in computer
science, statistics, and mathematics offer several methods which try to model human behaviour. Specifically,
the methodology of machine learning and, more recently, deep learning allows us to generate predictions useful
for many different facets of human life. Yet, there are many aspects of human life and decision making where
machine learning and deep learning fail to provide reliable and accurate results. One of the most notorious
examples is suggestion systems: many of us regularly shop online using different platforms (such as Amazon)
and receive suggestions for future purchases. Yet, very few of us find these suggestions helpful. One of the
reasons why Al fails in many cases to correctly anticipate human behaviour is that Al algorithms tend to ignore
existing insights from decision theory and behavioural science.

By combining behavioural science models with Al algorithms, we are able to significantly improve and
simplify predictions of human behaviour in a wide variety of contexts. The resulting methodology which we
label anthropomorphic learning allows us to develop more functional systems which better understand
humans. This methodology is explainable, traceable, requires smaller training sets and, generally, outperforms
existing algorithms by generating more accurate predictions.

Anthropomorphic learning is one of the methods of behavioural data science, a new interdisciplinary field,
which emerges as a direct response to the need for studying behaviour “in the wild”, outside the “sterile”
laboratory setting and controlled environments. The field’s ambition is to identify ways to embed human
values into the heart and operation of Al systems, establishing methods to verify their integrity, accountability,
and resilience thereby ensuring that they, and the data which feeds them, ultimately operate in the service of
successful, democratic, digitally empowered yet human-centred communities. This can only be achieved
through rigorous, problem-oriented research, which goes hand-in-hand with practice.

Keywords: Machine learning, deep learning, anthropomorphic learning, behavioural data science
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Multi-way correspondence analysis approach to examine
Nobel Prize data from 1901 to 2018

T. Alhuzali®, E. J. Beh® and E.Stojanovski®

aSchool of Information and Physical Sciences, University of Newcastle
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Abstract:  This study examines Nobel Prize data by studying the association between the nationality of the
laureate, the discipline in which the Nobel Prize was awarded, and the gender of the recipient by maintaining
the multi-way structure of the data. A three-way contingency table is formed by simultaneously cross-
classifying the three categorical variables using a three-way correspondence analysis to assess the association
between the three variables. The significance of this study lies in preserving the multivariate associations,
which the multiple correspondence analysis approach does not allow. The multi-way correspondence analysis
(MWCA) maintains all three-way associations as well as the pair-wise structures between the variables in the
case of three variables. The present study consists of 785 individuals from eight developed countries that
received a Nobel Prize in the period from 1901 to 2018 (inclusive) — the countries being Canada, France,
Germany, Italy, Japan, Russia, British Isles and the United States of America, while the disciplines in which
the individuals were awarded the prize include chemistry, physics, physiology or medicine, literature,
economics and peace. The results from the MWCA suggest that a strong symmetric association exists between
the three variables, in addition, there is a statistically significant association between each pair-wise
combination of the variables. The application shows that male physics recipients tend to be from Russia, Japan,
and France while female recipients were more likely to be from Japan and France. Furthermore, the analysis
highlights that the female medicine recipients are predominantly from the United States of America and the
British Isles.

Keywords:  Multi-way correspondence analysis, symmetric, asymmetric, Nobel Prize
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The Use of Exponential Smoothing (ES), Holts and
Winter (HW) and ARIMA Models in electricity Price
Analysis

Yasir Alsaedi 2?2 and Gurudeo Anand Tularam ®

a Department of Mathematics, Umm Al-Qura University, Makkah, Saudi Arabia, ® Centre for Planetary
Health and Food Security , Griffith University, Australia

Email: yasir.alsaedi@griffithuni.edu.au

Abstract:  Electricity pricing is among the most important contemporary policy issues facing Australia, and
electricity prices represent a critical component of on-going discussions concerning energy and climate change
policies. In fact, several attempts to move forward with such policies have been stymied by concerns about
potential increases in electricity prices. One example of the crisis in action can be seen in the closure of the
Hazelwood Power Station, which slashed Victoria’s energy supply by 22%, causing annual energy bills to soar
by an average of $300 per household. Therefore, energy analysts and government organizations alike require
guidelines to help them choose the most appropriate forecasting techniques so that they can achieve accurate
predictions of spot pricing trends.

The aim of the present study is to compare the application of the exponential smoothing (ES), Holt-Winters
(HW), and autoregressive integrated moving average (ARIMA) forecasting methods in relation to spot
electricity pricing. The assessment is made in the context of the Australian National Electricity Market
(ANEM). In order to determine the most appropriate model, four different strategies are applied as selection
criteria in order to quantify the accuracy of the model predictions, namely the mean squared error (MSE), root-
mean-square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE)
strategies. The comparison indicates that the HW model performs better than the ES model in terms of its
predictive power, with a confidence interval of 95%. However, the ARIMA (1, 1, 1) model yielded the best
results, leading us to conclude that this sophisticated and robust model outperformed other simple yet flexible
models in electricity market. This study will make two significant contributions to the current literature. First,
it will help policymakers and industry marketing strategists to select the most appropriate forecasting method
for the spot electricity market. Second, it will help traders to assess the appropriate position at over-the-counter
and well-developed futures trading platforms (e.g., ASX), since the accurate forecasting of spot prices is
important for derivatives pricing.

Keywords:  Spot electricity price, Forecasting, time series analysis
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Model-based clustering with mclust R package:
Multivariate assessment of mathematics performance of
students in Qatar
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@ School of Information and Physical Sciences, University of Newcastle, Newcastle, Australia, ® Mathematical
Sciences Department, College of Applied Sciences, Umm Al-Qura University
Email: alirashashr.alzahrani@uon.edu.au

Abstract:  This study demonstrates how model-based clustering can be undertaken using mclust, a
contributed R package, to examine factors influencing mathematics performance of high school students in
Qatar. Although there are numerous cluster analysis approaches, this paper highlights the intricacies,
assumptions, limitations, benefits and pitfalls of clustering using a model-based approach, and how the inherent
inadequacies of other clustering approaches can be better explored using model-based methods. Moreover, this
paper demonstrates how the mclust package can be used to concurrently analyse and compare different
models, in order to select the preferred clustering model according to the Bayesian information criterion, and
to estimate parameters of the associated model using maximum likelihood estimation. The benefit of selecting
a prior to avoid model-based clustering estimation singularity- and degeneracy-related issues offers an
alternative approach to improve the rate of convergence. The results from applying model-based clustering
using mclust to educational data that examines the mathematics performance of secondary students in Qatar
will be used to identify factors that influence mathematics performance for different clusters of students, to
help facilitate potential adoptions of the most appropriate remedial teaching strategies to implement to enhance
learning. Furthermore, the results can help teachers to identify groups of students whose performance in
different subject areas is likely to be affected by certain factors, thereby helping them to reduce potentially
undesirable learning outcomes.

Keywords:  Hierarchical clustering, mclust, Bayesian information criterion, Model-based clustering
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Robust detection of statistically significant correlations
in geophysical timeseries: A Monte Carlo method
accounting for serial dependence and sampling
uncertainty
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bSchool of Engineering, University of Newcastle, Australia
Email: matthew.armstrong@uon.edu.au

Abstract: Two geophysical timeseries may share a common low-frequency signal that is distorted by
high-frequency noise. As such, these timeseries are often filtered to remove the high-frequency noise prior to
performing statistical analysis. However, this filtering artificially increases the serial dependence of the
timeseries, meaning that the assumption of independent data underlying most standard correlation tests (e.g.
Pearson’s correlation) is violated. Monte Carlo methods that account for serial dependence when comparing
serially dependent data are typically focused on either (a) calculating the p-value of the observed correlation
with respect to an empirically derived null distribution, which is derived by calculating the correlation between
independently generated replicates of the observed data or (b) estimating sampling uncertainty in the observed
statistic by performing a block bootstrap, with block size proportional to the serial dependence in the timeseries.
In this study, we present a Monte Carlo test that combines these two approaches and, in doing so, explicitly
accounts for serial dependence and sampling uncertainty when comparing two timeseries. A case study is
presented that demonstrates the ability of the proposed method to detect statistically insignificant correlations
when performed on filtered white noise timeseries. Crucially, existing methods accounting for serial
dependence detected a statistically significant, spurious correlation. This demonstrates that the proposed
method is suitable for use when performing statistical analysis on filtered timeseries.

Keywords: Monte Carlo, Bootstrap, Computational statistics
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Multipath measurements clustering of over-the-horizon
radar based on affinity propagation
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Email: baixianglong(@mail.nwpu.edu.cn

Abstract:  The multi-layer structure of the ionosphere can support several signal propagation paths between
the sky-wave over-the-horizon radar (OTHR) and targets, and often giving rise to multipath measurements for
a single target. We consider the problem of multipath measurements clustering for OTHR, where multipath
measurements recognition and measurements clustering are solved at the same time. In the OTHR
measurement model it is assumed that a target can generate at most one measurement through an ionospheric
propagation path, and therefore multipath clustering constraints need to be considered.

In this paper, by extending affinity propagation (AP) clustering to multipath constraint model, a new multipath
constraint affinity propagation clustering algorithm is proposed. Each cluster is modelled by an automatically
determined number of exemplars, and each measurement is assigned to the most appropriate exemplar. The
multipath clustering constraint is coded to the model through two aspects. First, the measurements obtained
from the same measurement and the same propagation path cannot be exemplar of each other. Second, the
measurement generated by the same propagation path cannot choose the same exemplar. Then the clustering
problem is transformed into an inference problem by constructing the probabilistic graphical model of
multipath measurements clustering, and the max-sum belief propagation is used to approximate the maximum
a posteriori probability of the clustering variables.

The main advantages of the proposed algorithm include: 1) Comparing with AP, it can model the data with
more complex structure; 2) It automatically identifies the number of clusters, and its computational complexity
scales quadratically in the number of measurements and the number of propagation paths.

To set up the simulation, we use common OTHR simulation scenarios, which have four ionospheric
propagation paths and 8 targets. Performance metrics include detection rate, root mean square error and running
time. The proposed algorithm is compared with the pruning version of the multiple hypothesis multipath
clustering algorithm with respect to different number of targets with 4,000 Monte Carlo runs. Simulation results
show that, the proposed method outperforms the multiple hypothesis multipath clustering algorithm.

REFERENCES

D. J. Percival, A.B. White, W. Area, et al. Multi-hypothesis fusion of multipath over-the-horizon radar
tracks[J]. Proceedings of SPIE, 1998, 3373: 440-451.

M.G. Rutten, N. J. Gordon, D. J. Percival, et al. Track fusion in over-The-horizon radar networks[C]//
Proceedings of the 6th International Conference on In-formation Fusion, Cairns: IEEE Press, 2003: 334-
341.

M.G. Rutten, D. J. Percival. Joint ionospheric and target state estimation for multipath OTHR track fusion[J].
Signal and Data Processing of Small Targets 2001, 2001, 4473: 118.

Keywords:  Over-the-horizon radar, multipath, measurements clustering, affinity propagation, belief
propagation

Al. Computational statistics and data analysis



EXTENDED ABSTRACT ONLY
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Abstract: The Australian Red Cross Lifeblood collects blood from almost entirely non-remunerated
voluntary donors. A satisfying service must be offered to guarantee that donors successfully finish the
donation process and return to donate blood frequently. Donor satisfaction is closely linked to the amount of
time spent in the donor centre. Long assessment and waiting times adversely affect the donor experience, and
consequently, the donor return rate. These waiting times can be reduced by making the donor flow more
efficient via optimal staff rostering. Our objective is to implement a method for determining the optimal
staff roster for a typical day based on the predicted staffing demand via two phases. To begin, we
establish the minimum staffing requirements to ensure that the system’s predicted average waiting time
does not exceed a specified thresh-old. In the second phase, we find an optimal staff roster that meets the
minimum staffing requirements. We conduct the preliminary analysis based on data acquired from the
Melbourne CBD blood donor centre, which has a donor arrival system featured by a mix of appointment-
based arrivals, random arrivals, and no-shows. Since calculating waiting times is non-analytic in such a
complex system, we develop a simulation model that captures almost all the uncertainty in the donation
process and use it to compute the average waiting time with respect to a staff configuration. We propose a
simulation-based simulated annealing algorithm that seeks the minimum number of employees to meet
varying demand requirements over a single day, divided into half-hour short periods. To efficiently evaluate
the objective function, we develop a neighbourhood searching method for generating new solutions based on
the staff occupancy levels. A sensitivity analysis is performed to determine the essential parameters in phase
1. When constructing the staff roster, the minimal staffing requirement calcu-lated in phase 1 serves as a lower
bound. The second phase entails determining flexible start times and varying shift durations. Furthermore,
assigning meal and rest breaks for each shift based on labor standards is critical and complicates the staff
rostering challenge. Therefore, we find an optimisation procedure for deriving the minimum staff roster for
a single day.
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On optimal stopping problems with positive discounting
rates and related Laplace transforms of first hitting
times in models with geometric Brownian motions
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Abstract: We derive closed-form solutions to some optimal stopping problems for one-dimensional geometric
Brownian motions with positive discounting rates. It is assumed that the original processes can be trapped or
reflected or sticky at some fixed lower levels and the conditions on the gain functions imply that the the
optimal stopping times turn out to be the first times at which the processes hit some upper level which are to
be determined. The proof is based on the reduction of the original optimal stopping problems to the to the
equivalent free-boundary problems and the solutions of the latter problems by means of the instantaneous-
stopping and smooth-fit conditions for the value functions at the optimal stopping boundaries.

We also obtain explicit expressions for the Laplace transforms or moment generating functions (with positive
exponents or parameters) of the first hitting times for the geometric Brownian motion of given upper levels
under various conditions on the parameters of the model. In particular, we determine the upper bounds for
the hitting levels and given positive exponents or parameters of the Laplace transforms for which the resulting
expectations are finite under various relations between the parameters of the model. Moreover, we determine
the upper bounds for the positive exponents or parameters of the Laplace transforms and given hitting levels
for which the resulting expectations are finite under various relations between the parameters of the model.

The main aim of this short article is to derive closed-form solutions to the optimal stopping problem of (2)
for the geometric Brownian motion X defined in (1) with a positive exponential discounting rate A > 0. We
assume that the process X can be trapped or reflected or sticky at some level a > 0 and the gain function G(z)
is a twice continuously differentiable positive and strictly increasing concave function on (0, c0). Optimal
stopping problems for one-dimensional diffusion processes with negative exponential discounting rates have
been studied after Dynkin (1963) by many authors in the literature including Fakeev (1970), Mucci (1978),
Salminen (1985), @ksendal and Reikvam (1998), Alvarez (2001), Dayanik and Karatzas (2003), and Lamber-
ton and Zervos (2013) among others (we refer to @ksendal (1998, Chapter X), Peskir and Shiryaev (2006)
and Gapeev and Lerche (2011) for further references). The consideration of optimal stopping problems for
diffusions with positive discounting rates was initiated by Shepp and Shiryaev (1996) and then has been con-
tinued by other authors in the literature (we refer to Gapeev (2019) and Gapeev (2020) for further references).
In this short article, we also present explicit expressions for the Laplace transforms (with positive exponents
or parameters) of the first hitting times of given upper levels under various conditions on the parameters of
the model (see Borodin and Salminen (2002, Part II) for other computations of the Laplace transforms of first
hitting times).

Keywords: Optimal stopping problem, positive discounting rate, Brownian motion, first hitting time, Laplace
transform or moment generating function.
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Simulating population-size-dependent birth-and-death
processes using CUDA and piecewise approximations
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Abstract: Birth-and-death processes (BDPs) are widely used to model stochastically evolving populations in
ecology, genetics, and epidemiology, among others. Population-size-dependent BDPs (PSDBDPs) allow the
rate at which individuals give birth and die at any moment in time to depend on the total number of individuals
present in the population at that time.

Explicit expressions for the probability distribution and expected value of the future population size at a par-
ticular time, conditional on the current population size, are not available in general for PSDBDPs. Simulation
is a viable avenue for estimating the probability distribution and expected value of interest. Due to the large
number of samples that may need to be simulated in order for accurate estimates to be obtained, simulation
may, at first sight, appear to be prohibitively computationally e xpensive. In this paper we compare the classic
exact simulation algorithm with more recent piecewise (or “tau-leaping”) approximations that are designed to
speed up the simulation process. We also introduce a novel piecewise approximation to PSDBDPs based on
linear BDPs. Sample paths generated using each algorithm are displayed in Figure 1, which is discussed in
more detail in the paper.

We show that for CPU-only implementations, our new algorithm compares favourably against both exact
simulation and other, less accurate, piecewise approximations. In addition to this we investigate a graphics
processing unit (GPU) implementation of the exact algorithm. This GPU implementation is able to use CUDA
to output estimates of these quantities at a tiny fraction of the time taken by CPU-only implementations.

Our experiments indicate that the CUDA version of exact simulation is the fastest of the approaches we tried.
When only a CPU is available, in our experiments our new piecewise approximation is as accurate as exact
simulation, but noticeably faster. In particular, the computational burden of our approximation is unchanged
by an increase in population size; while on the other hand exact simulation consistently becomes more time
consuming as the population increases. Our piecewise approximation is of comparable speed to, but far more
accurate than, the classic piecewise approximations we compared it with. It is also robust to increases in the
length of the subintervals making up the piecewise approximation — it only suffers from a minor decrease in
accuracy as the subintervals are taken to be larger.
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Figure 1. Sample paths 210,(t) (coloured) and the average of 10* sample paths m%84(t) (black) of an SIS
model (Verhulst model with « = 1/N and g = 0) with v = 0.75, v = 0.5, and N = 100, generated using
different algorithms.
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Abstract: Bayesian method has become an indispensable technique in fisheries stock assessments, due to
its flexibility and effectiveness in handling the various types of uncertainties in stock assessments, such as a
lack of knowledge about the biological process and the presence of process and measurement errors. In
particular, in the data-limited or data-moderate case, while frequentist methods may struggle to provide
satisfactory results, the Bayesian approach can obtain more accurate estimates with its ability to incorporate
the existing knowledge in the form of prior distributions on the models.

The effectiveness of Bayesian methods stems from its ability to combine the prior and observation in a
prin-cipled way using the Bayes theorem. However, specifying a good prior can be a difficult task, and
a poor prior may lead to a poor parameter estimate, even though the data are of high-quality for a
frequentist-based approach, such as maximum likelihood estimation, to obtain accurate parameter estimates.

We developed a novel Bayesian method called multi-pass Bayesian estimation (MBE) that allows us to
adjust the relative importance of the prior and the data, and thus offers more flexibility in combining the
prior and the data. The MBE enables such flexibility to control the relative importance of the prior and
the data by performing multiple Bayesian updates using the given dataset. By controlling the relative
importance of the prior and the data, we obtain a spectrum of different interpolations of them, including only
relying on the prior which completely ignores the data, the standard Bayesian posterior which combines
the prior and the data using the Bayes rule once, and distributions that essentially rely just on the data.

We applied the MBE to a Bayesian surplus production model based on the popular Schaefer population
dy-namics model. Results in simulation studies show that the MBE provides more accurate parameter
estimates than the standard Bayesian approach, in various settings with different levels of uncertainties in
the data. The method is applicable to any Bayesian stock assessment models, and our results suggest that
further investiga-tion of the method’s performance is promising.

Keywords: Bayesian method, Multi-pass Bayesian estimation, maximum likelihood estimate, fishery stock
assessments
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Abstract: In many different applications, it is important to know if time series data is generated from a
single underlying mechanism or not. This problem, known as a change-point problem, can be formulated as a
multiple hypotheses testing problem. In this paper, we propose a harmonic change-point test (HarmonicCPT)
to identify and validate change-points in an autoregressive process. The method consists of two steps. First,
we develop likelihood ratio based scan statistics on gathering the local information by comparing two adjacent
sequences within each scanning window. The corresponding p-values are collected from each test. Any
changes in mean, autoregressive coefficients, or variance lead to rejections of the null hypothesis that the data
is generated from the same process within the scanning window. Next, we calculate a harmonic mean p-value
by combining all of the tests on which the decision that whether to reject the global null hypothesis depends.
The simulation study shows that the proposed scan statistic is quite sensitive to the variance change, and the
harmonic mean p-value procedure is efficient in detecting the significant p-values.

Keywords: Change-point test, autoregressive process, multiple testing, harmonic mean p-value
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population mean: An exponential type of estimator
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Abstract:  The use of auxiliary information has a long history in statistical theory and estimation procedures.
The utility of supplementary knowledge becomes vital when information about the study variable is limited.
In this paper, we present a more competent mechanism to utilise auxiliary information in the estimation of the
finite population mean. We propose a new exponential type of estimator for the estimation of finite population
mean in the scenario where a simple random sampling scheme is adopted. Our proposed procedure is based on
the dual use of the supportive information to maximise additional gain and involves the use of the mean of the
auxiliary variable along with its rank to increase the extent of relevant information. The comparative
performance of the proposed scheme is demonstrated with respect to 10 most used, classic, and some recent

procedures in estimation theory literature. These are the classic mean estimator ?m, the so-called traditional
ratio product, and regression estimators Yz, Yp and Yreg, respectively, along with the difference type estimator

Y. ». Inaddition, the more recent estimators investigated are the ratio-product exponential type YS rp difference
exponential type YGK, ratio exponential YBT r» product exponential YBT p and the ratio-product-exponential YSHG,
all used for comparison. Moreover, we consider three data sets of a multi-disciplinary nature, encompassing
health surveillance, industrial production and poultry. The choice of data sets is mainly motivated by two
reasons; (i) these data sets have been topics of contemporary techniques and, (ii) the considered data sets do
offer a wide range of parametric settings, including lower extent of correlation between the study variable with
the auxiliary variable and they also vary in sample sizes.

In addition, we consider cases of a higher positive and higher negative degree of linear relationship extant
between the study variable and auxiliary variable in these data sets. Along with the opportunity of conducting
a fair comparison of our suggested strategy with contemporary techniques, the above approach allows for us
to observe various patterns prevalent in the resultant gains of our newly devised scheme. Improvements are
quantified by the mean square errors of the competing estimators, which are further transformed into relative
percentage efficiencies to attain a comprehensive view of the research effort. Overall, we observe a noticeable
amount of decrease in mean square error for our proposed estimator as compared to existing estimators, evident
for all the considered data sets. However, there are a few observant patterns in the efficiency gains coinciding
with assigned pre-defined parametric settings, in that the extent of the correlation between the auxiliary variable
and output variable plays a pivotal role in the performance of estimation procedures. The improvement in the
efficiency becomes more obvious as the degree of linear relationship between the output variable with the
auxiliary variable strengthens. For example, minimum gain in percentage relative efficiencies (PRES) is
observed for the 1% data set, wherein the correlation coefficient, p,y¢ qux, Femains minimal. For the two other
data sets the gain remains clearer as the correlation coefficient takes higher values, say, |pout,aux| > 0.85. We
also note the varying performance hierarchy among contemporary estimators with respect to varying features
of each population. Our proposed estimator outperforms the existing methods studied here in all cases. The
mathematical expressions for the bias and mean squared error of the proposed estimator is derived under the
first order of approximation. The theoretical and empirical studies show that the proposed estimator performs
uniformly better than the existing estimators in terms of the percentage relative efficiency. We advocate that
in future exponential smoothing will be used to quantify changes given updates by auxiliary information and
recent observations.

Keywords: Auxiliary information, exponential type estimator, mean estimation, ranks, simple random
sampling
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Abstract: We consider the problem of estimating tail probabilities of random sums of scale mixture of
phase-type distributions — a class of distributions corresponding to random variables which can be
represented as a product of a non-negative but otherwise arbitrary random variable with a classical phase-
type random variable. Our motivation arises from applications in risk, queueing problems for estimating ruin
probabilities, and waiting time distributions respectively. Classical rare-event simulation algorithms cannot be
implemented in this setting because these methods typically rely on the availability of the cumulative
distribution function or the moment generating function, but these are difficult to compute or not even
available for the class of scale mixture of phase-type distributions. In this paper, we address these issues and
propose alternative simulation methods for estimating tail probabilities of random sums of scale mixture
of phase-type distributions; our algorithm combines importance sampling and conditional Monte Carlo
methods. The empirical performance of the method suggested is explored via numerical experimentation.

Keywords: Asmussen—Kroese Estimator, Conditional Monte Carlo, importance sampling, scale mixture of
phase-type distribution
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Abstract:  For Modelling the dependence structure is an important aspect of data mining and statistical
learning in financial risk management and related fields. Copula is well-recognized as a flexible approach to
model the dependence. It enables the estimation of the copula density function and different marginal density
functions to be done separately. According to the invariance property of copula, the full dependence between
random variables can be captured by the copula with any shape of the marginal distribution. An accurate and
efficient method in copula density estimation is vital in modelling dependence.

Constraints of shape and misspecification of parametric copulas for complex financial data necessitate a
flexible model. We propose a penalized nonparametric Bernstein copula approach. The Bernstein copula
(Sancetta & Satchell 2004) has the property to estimate any two-dimensional copula uniformly on [0,1]2. It
employs beta copula density functions as smoother and by adjusting the weight, it can adapt to different
conditions. The nonparametric approach of Bernstein copula estimation provides great flexibility to capture
different dependence structures, especially to a given dataset.

Since the nonparametric models involve unknown parameters in infinite-dimensional parameter spaces, it is
computationally complicated to be estimated by finite samples. Moreover, optimizing a sample criterion over
an infinite-dimensional space may lead to undesirable large sample properties, like inconsistency and/or slow
rate of convergence (Chen 2007). The method of sieve is employed to remedy this issue. Instead of directly
optimizing the criterion function over an infinite-dimensional space, the method of sieve provides a sequence
of approximating space, which is comparably less complex but dense in the original infinite-dimensional space.
We utilize the Bernstein polynomials as a sieve. It ensures the outcome sieving is a suitable copula density
(non-negative, integrated to one and marginal distribution is uniform). Its uniform convergence rate is
comparably faster than the other tensor product sieves (Panchenko & Prokhorov 2016).

In addition, an adaptive LASSO (Zou 2006) penalty is used to reduce the risk of overfitting and efficiency loss.
The weights of the penalty are set as reciprocals of the empirical copula in order to impose sparsity. The finite
sample behaviors of the proposed model are investigated and the comparison with its counterparts is done
through Monte Carlo simulations. We also demonstrate merits of our proposed model both theoretically and
empirically.
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Felix Egger® "), Damien J. Batstone ®© and Christopher DeGroot ©

aSchool of Chemical Engineering, University of Queensland, St Lucia 4072, Australia
bAustralian Centre for Water and Environmental Biotechnology (ACWEB, formerly AWMC), University of
Queensland, St Lucia 4072, Australia
¢University of Western Ontario, London, Ontario, Canada
Email: f.egger@uq.edu.au

Abstract: Radiative fields in bubbly (gas-liquid) systems are common in environmental systems (e.g. gas bub-
bles produced by algae in ocean water), and also in engineered systems (e.g. UV-disinfection in wastewater
treatment, photo-catalytic- and photo-bio-processes). Typically, the dispersed gas phase changes the radiative
fields, which directly couples back to the liquid phase and photo-dependent process in the liquid (i.e. dis-
tribution of radiative energy for algae; disruption of disinfection by bubbles, potentially resulting in unsafe
discharge). The influence of a dynamic bubble size distribution on radiative transfer has not been incorporated
into common modelling approaches, even though bubble size distributions are often important in biological
processes, where substrates are delivered via the gas phase. Depending on the bubble size, incident radiation
may be reflected, refracted and attenuated on bubble surfaces, which macroscopically, can be approximated as
scattering. Computational fluid dynamics (CFD) was used to analyse the impact of variable bubble sizes on
mass and radiative transfer. The aim was to approximate refraction and reflection phenomena on single bubble
surfaces, with a field function for multi-phase CFD simulations. Radiative transfer was solved for single bub-
bles with a diameter ranging from 0.1 to 100 mm, irradiated with a collimated beam. The calculations were
performed using OpenFOAM-6®and custom radiation libraries. The resulting reflection and refraction on the
bubble surface diverted the radiation from the collimated beam into other directions. Reflection and refraction
patterns were approximated with a Henyey-Greenstein scattering phase function, and the model asymmetry
factor g was determined as a function of the bubble size. The factor g describes the direction of scattering,
from forwards (g=1), over isotropic (g=0.5), to backwards (g=-1). The asymmetry factor field function was
approximated with an exponential decay model of the form g(d,)=axexp(-bd;)+c. Limits were g=0.88+0.05
for bubble size d,=0.1mm, approaching pure forward scattering, and g=0.5410.02 for bubble size d,=100mm,
closer to isotropic scattering. Secondly, a dynamic multi-phase and radiation coupled model was implemented
in OpenFOAM-6®to study the impact of different bubble sizes and gas void fractions on the redistribution of
radiative energy and gas-liquid mass transfer. Two cases with bubble size 0.1 mm and 1 mm showed that gas-
liquid mass transfer increased substantially with smaller bubble sizes. The radiative transfer at low gas volume
fractions (v, ~ 10”°) and bubble size 0.1 and 25 mm resulted in a significant redistribution of radiative energy
with larger bubble sizes. Scattering was observed at a higher gas volume fraction (a,=0.5), and bubble sizes
0.1 and 25 mm with a minor difference between the bubble sizes. Local differences were observed depending
on gas volume fraction and bubble size. Specifically, increases in the radiative intensity close to the emitter
were observed. The redistribution of radiative energy causes deviation from the standard radiative adsorption
function (Lambert-Beer) such that fluid packets close to the emitter receive more radiation, while those away
from the emitter receive less. The reduced intensity may be problematic for engineered systems requiring a set
level of radiation intensity (e.g. sanitation purposes), particularly where bubbly flows are non-uniform in time
or space.

Keywords: Gas-liquid-radiative systems, radiative energy transport, computational fluid dynamics, multi-
physics systems
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tandem wings in hovering flight
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Abstract: Wing pitching motion in insect flapping flight has been recognized as a passive phenomenon in-
duced by inertial and aerodynamic forces. Inspired by the insect flight, passively pitching flapping wings
have been implemented in micro aerial vehicles (MAVs) designs. The pitching angle of the flapping wings
is passively modulated by an elastic hinge using a torsional spring. In order to understand the complex pas-
sive pitching mechanisms, various experimental and numerical efforts have been made. However, the passive
pitching mechanisms in tandem ipsilateral wings (e.g. dragonfly) remain unclear as the wing-wing interac-
tions are complex. Here, passive pitching of tandem rectangular wings in free hovering condition is numer-
ically simulated using an immersed boundary-lattice Boltzmann method (IB-LBM). Validation of the solver
was performed by simulating rectangular flapping plate within prescribed kinematics and a rigid fruit fly wing
with passive pitching. Good agreement of results between current computations and published data were
observed, suggesting that the present computational fluid dynamics (CFD) solver can accurately compute pas-
sively pitching flapping wing systems. The high-fidelity and efficiency were also investigated by performing
grid convergence studies and comparing the computational time with previously published data. This study
provides additional data for benchmarking of CFD solvers in the simulation of passive flapping wings. The
benchmark is also extended by simulating passive pitching of tandem dragonfly wings in hovering flight.

Keywords: Passive pitching, fluid-structure interaction, tandem flapping wings, insect flight, dragonfly
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Abstract:  The littoral zone of water bodies, such as lakes and wetlands, is often vegetated. Vegetation
shading and littoral slope cause differential heating that drives natural convection in the water body. This
convective water exchange can transport pollutants and nutrients between the littoral and the limnetic (i.e., the
part of the water body open to receive light) regions, as well as flush the littoral zone. Studies that consider the
combined effects of different vegetation covers and slopes are limited to a small range of natural conditions.
This study investigates natural convection in the littoral zone due to littoral slope and vegetation shading in
natural water bodies for a wide range of natural conditions.

The convective flow is modelled coupling the Navier-Stokes equations to the heat transfer equation; the
Boussinesq approximation is employed, thus assuming that changes in fluid density only affect the body force
in the momentum equation. The vegetation is approximated as a representative porous medium, which
generates resistance to the flow. Smoothed Particles Hydrodynamics (SPH) is used to solve the system of
equations describing the convective flow in the vegetated littoral zone. The change in the flushing time, flow
rate and flow velocity are calculated and their impacts are analysed for a range of natural conditions applicable
to natural water bodies.

Some scenarios are presented associated with flows during the day and night. During the day, the vegetation
provides shade to the water with a lower heat flux at the water surface in the littoral zone; conversely, at night,
the vegetation traps heat with the water surface in the limnetic zone being cooler than the littoral zone. The
flow mechanisms and the resulting flow patterns are different between day and night, with the littoral water
flowing out as an undercurrent during the day and as a surface current during the night. It takes longer to flush
the littoral water during the night compared to the day, and the mixing of littoral and limnetic water is minimal
during the day. Convective flow condition in a shallow water body can be estimated from the quantitative
results of this study. Further, these results can be used to construct wetlands with a specific flushing time, flow
rate, and flow velocity, which are vital for controlling resuspension or transport of pollutants.

Keywords: Natural convections, SPH, vegetated water bodies
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Abstract:  With the development of computational technologies, examining aeroacoustics in fluid-structure
interaction (FSI) problems is becoming more popular. In this initial work, we developed an efficient numerical
methodology to study aeroacoustics in FSI problems, for example, the noise of flapping insect wings.

The length scale of sound waves is significantly smaller than that of aerodynamic fluctuations of macro
variables. Consequently, a heavy spatial domain with high resolution is required together with an extremely
small time step to capture these soft acoustic signals in computational aeroacoustic simulations. It is
challenging to simulate acoustics problems using the conventional methods of solving Navier-Stocks (NS)
equations, as higher-order accuracy, low-dispersion and low-dissipation spatial discretisation and time
marching schemes are necessary. Nevertheless, the lattice Boltzmann method (LBM), which describes the
evolution of mesoscale velocity distribution functions, based on the free-streaming and collision is intrinsically
suitable for aeroacoustic simulations. The simple nature of the LBM, efficiency with parallel simulations,
small-time steps than in the NS method, and large spatial resolutions, make LBM more attractive for acoustic
simulations.

LBM has been used intensively for different types of fluid problems. Immersed boundary method (IBM) is a
well-established technique that can handle various types of boundary conditions. In particular, it is widely used
to model the fluid-structure interface of FSI problems. Thus, an immersed boundary-lattice Boltzmann method
(IB-LBM) was developed for this study. There are many different versions of LBMs with distinct collision
operators. The Bhatnagar-Gross-Krook (BGK) collision operator is the simplest and most common one. In
general, the BGK operator is second order in accuracy, and there is a high probability to encounter stability
issues, especially in acoustic simulations. Therefore, the recursive and regularised (RR) BGK collision
operator, which considers higher-order Hermit polynomials, was used in this study. The multi-block grid
refinement was used to reduce the computational cost of a simulation. At the outer boundary of the domain, a
non-reflective boundary condition was employed to overcome the reflections of sound waves.

The von Neumann analysis was conducted investigating the stability of the regularised LBM. It was found that
the accuracy and stability of the regularised LBM were improved when the collision operator was computed
from the Hermite polynomials up to 4th order instead of the 2nd order. In addition, two benchmark cases: the
propagation of an acoustic monopole and point source and the sound generated by a stationary cylinder in a
uniform flow were conducted, as validation studies. Predictions given by the IB-regularised LBM showed a
good agreement with numerical simulations and analytical solutions reported in previous publications,
demonstrating the capability of the IB-regularised LBM presented in this study for acoustic problems.

Keywords: IB-LBM, regularised BGK operator, acoustic problems, multi-block grid refinements, perfectly-
match layer, stability analysis
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Abstract:  The use of system dynamic models to explore the complex dynamics of childhood overweight
and obesity has grown significantly over the last decade (Xue et al, 2018). However, modelling health problems
that are influenced by human behaviours leaves many model inputs with wide intervals of uncertainty, often
with many sources of bias which are measured infrequently. Further more, population models of obesity are
non-linear and have variable interactions leading to a highly complex parameter space to explore and validate.
A robust sensitivity analysis is needed to explore the model structure and ensure that the model adequately
reflects the system.

Decision Support Tool for Preventing Childhood Overweight and Obesity in Australia (DiSCAO) was
developed as a system dynamic model. The model was developed in conjunction with a series of participatory
workshops. The workshops enabled the modelling team to understand the complex nature of child and
adolescent obesity by leveraging expert knowledge of existing literature and data sources. The open population
model is stratified by gender, age and BMI categories, where the dynamics transitions between BMI categories
are determined by inputs into an energy balance equation. However, measures of dietary intake and energy
expenditure are difficult to quantify as they have a range of potential biases including social stigma, recall bias
and measurement error, resulting in potential miss representation of health behaviour in the model. A series of
sensitivity analysis is needed to ensure that the model structure aligns with relationships known to occur in the
system.

The aim of a sensitivity analysis is to measures how changes in model inputs affect model outputs (Saltelli,
2008). This is an important step in validating the model as it helps to corroborate the model outputs, identify
critical input values, and also prioritise future research (Saltelli, 2008). Commonly in system dynamics
modelling validation is conducted using a combination of theoretical and empirical tests, including formal
model reviews, structure and parameter confirmation, boundary adequacy tests, extreme conditions test and
exploration of modelled behaviour patterns (Barlas, 1996). Empirical model testing such as parameters
confirmation and extreme value testing can be computationally taxing. As a result, often only a small subset of
the model input parameters are explored.

The sensitivity analysis of the DiISCAO expends extreme value testing by using measures of sensitivity such
as correlations and regression coefficients as well as variance- and derivative-based measures to explore the
model structure. In this presentation we will discuss finding from a local and global sensitivity analysis,
examine the usefulness of a range sensitivity measures and give insights into the challenges and limitations of
conducting sensitivity analysis in large complex model of non-communicable diseases.
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Abstract:  Objective functions have built-in assumptions regarding the uncertainties in model residuals.
Objective functions that are based on the sum of squared residuals (e.g. NSE, RMSE) assume that the
uncertainties are independent and identically distributed. Being independent means that the error in the model
output at one time step is not related to the error in any other time step. Identically distributed means that the
uncertainty is the same at all time steps. Unfortunately, it is rare for both these conditions to be met, so
evaluating models using such objective functions is fundamentally flawed.

The Box-Cox transformation (Box and Cox, 1964) is a simple way of modifying objective functions to account
for different distributions of uncertainties, enabling the requirement of identically distributed uncertainties to
be modified. Generally, the one-parameter Box-Cox transformation is used, with the residuals used to estimate
the value of the parameter. While such an approach is easy to implement, it is limited in two ways. Firstly, the
Box-Cox transformation has a second parameter that allows the use of the non-positive values of the first
parameter in cases where the observed or modelled values are zero. This gives greater flexibility to the Box-
Cox transformation at the cost of having to estimate a second parameter. Secondly, the use of residuals to
estimate the parameters of the Box-Cox transformation is problematic and should be avoided. Instead, the
uncertainty in the residuals should be used to estimate the parameters. This raises the problem of estimation of
the uncertainties. However, only a reasonable guesstimate of the parameter values is needed to improve the
result. This should be based on a combination of sensitivity analysis of the model and understanding of the
uncertainty in the data used by the model.

Addressing the condition of independence requires a change to the formulation of objective functions. Models
have memory due to the use of internal states. This induces serial correlation in the error in the modelled output
(note this is not the model residual; rather it is the propagation of error in the model inputs through the model).
Observed values can also be dependent on each other. For example, with streamflow data, uncertainty in the
rating curve will induce serial correlation in the observed streamflow data. This is in terms of the water level,
but also produces temporal serial correlation. Ignoring the dependence in observed and modelled values means
that the objective function is not making use of all the information available in the time series, thereby
increasing uncertainty in the calibrated values. See Croke (2009) for an example of modifying an objective
function to account for dependence.

This presentation will discuss the implications of using the Box-Cox transformation to improve evaluation of
model performance and a simple generalised application approach.
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Abstract: Impulse response functions have been used extensively in studies of CO2 (carbon dioxide), the
carbon cycle and its interactions with the climate system. The response functions have been presented as
compact descriptions of model behaviour as well as being used computationally, including as representations
of subsystems in models.

Response functions for emissions of greenhouse gases have also been important because of being used to
define the Global Warming Potential which is used to compare the importance of different greenhouse gases.

The Laplace transform formalism is convenient for analysing aspects of response functions because convolu-
tions transform into products of transforms. The Laplace transform has been used in various ways to illustrate
connections within the carbon-climate system, but generally has not been used for quantitative calculations.

This paper explores the use of Laplace transforms as a computational tool for investigating CO4 and climate.
The Padé-Laplace approach consist of taking a Maclaurin series or Taylor series expansion of the Laplace
transform of a response function and fitting the leading terms to a ratio of polynomials. Such approximations
are known as Padé approximants.

Approximants of appropriate order can be expressed as sums of partial fractions. Therefore such approxima-
tions can be used to give low-order expressions as sums of exponentials in the time domain.

Results presented here illustrate a number of important cases:

(1) the impulse response for CO; is transformed to give an expression for what is called the concentration
feedback — the extent to which increases in atmospheric CO5 cause uptake of carbon into land and ocean
systems. The low-order approximants give a better representation than the common practice of expressing this
feedback as a constant known as the beta-factor.

(i1) The feedback around the loop of the coupled carbon-climate system is expressed as a gain operator whose
response is derived by combining model estimates of CO- response with and without feedback. Low-order
approximants provide a way of estimating the gain, when combining ice-core CO4 data with paleo-temperature
data to estimate the climate-to-carbon influence — a quantity that is commonly approximated as a constant
termed gamma.

Most calculations presented here use Padé approximants to Maclaurin series of response functions in the
transform domain. Consequently, they most accurately capture the long-term behaviour in the time domain
relevant for stabilising climate forcing. Applying the Padé-Laplace method using Taylor series expansions
gives the potential for investigations of decadal to century scale global change. Such studies are in progress.
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Abstract: We consider the inverse electrical impedance problem in the case of piece-wise constant
conductivity with the currents injected at adjacent point electrodes and the resulting voltages measured
between the remaining electrodes.

In the study of a direct electrical current in a semi-infinite domain €2, the governing equation is the following
elliptic partial differential equation:

—V(oVu) =q in Q ()

where Q € R% {d = 2,3} is a semi-infinite domain, o : 2 — R denotes the conductivity, or p = 1/o
resitivity, u : 8 — R is electrical potential, ¢ := I(6(r — s;) — d(r — s;)) is current injection pair through
point electrode at s; j,¢ # 7,1 < 4,j,< N, where IV denoting the number of electrodes. When the current
source term ¢ and the coefficient o is given, with an appropriate prescribed boundary information for solution
u so that the direct (forward) problem of u is uniquely solvable in 2. Conversely, the recovery information
about the coefficient of conductivity p = 1/c, given the pair (g, g) is given, where g(rj) := u(ry) is measured
potential at point electrodes at 7, # s; ; due to current injection pattern g, is an inverse problem with o being
sensitive due to perturbation in « and ¢. The recovery of p = 1/¢ from point electrodes measurements u due
to current pattern g, utilizing the equation (1), is called Electrical Resistivity (Impedance) Tomography with
point electrode models.

Adapting the linear functional strategy from related problem in aquifer transmitivity, introduced firstly by Bob
Anderssen, the conductivity/resistivity can be recovered on the zone of a domain containing the four-probe
electrodes. Such local reconstruction method is needed as a preliminary step before full reconstruction of con-
ductivity inside the domain from a set of electrode measurements, as done in electrical resistivity tomography.

Keywords: Conductivity, resistivity, local parameter identification, piecewise constant approximations, weak
formulation
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Abstract: Artificial neural network models have been used extensively for prediction and forecasting over the
last 25 years. As the data used to develop ANNs contain important information about the physical processes
being modelled, it is generally implied that a model that has been calibrated (trained) and performs well on an
independent set of validation data represents the underlying physical processes of the system being modelled.
However, this is not necessarily the case, most likely due to problems with equifinality, where different
combinations of model parameters (e.g. connection weights) result in similar predictive performance.
Consequently, there is also a need to check the behaviour of calibrated ANN models as part of the validation
process, which is commonly referred to as structural, conceptual or scientific validation (Figure 1). This checks
whether the input-output relationship captured by the model is plausible in accordance with a priori system
understanding.

Model Validation

/ ~,

Focus on performance | | Focus on structure and behaviour
A A 4
Is the accuracy of the Is the model implementation
model outputs behaving as it should be?

acceptable when
compared with
experimental data?

Figure 1. Importance of checking both predictive accuracy and model behaviour during ANN model
validation processes

In this paper, the importance of considering structural validation is demonstrated. This is achieved by
developing ANN models with different numbers of hidden nodes for two environmental modelling case studies
from the literature namely, salinity forecasting in the River Murray in South Australia and the prediction of
treated water turbidity at a water treatment plant based on raw water quality and the administered alum dose.
The validation errors are then compared with corresponding model behaviours. This was done using the
validann R-package, which caters to a range of structural validation approaches. Results show that ANN
models producing the best fit to the data do not necessarily result in models that behave in accordance with
underlying system understanding.

Keywords:  Artificial neural networks, multilayer perceptron, structural validation, process understanding,
validann
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Abstract:  One-dimensional, single-column models (SCMs) of the atmosphere are often used as a research
tool to understand climate and inform model development. They contain one vertical column extracted from
their parent 3D model and use the same parameterisations (physics schemes) as their parent model to represent
processes that model resolutions are too coarse to resolve (e.g., individual convective cells). By virtue of their
1D setup, SCM simulations are computationally very cheap, making them an attractive tool to evaluate how
parameterisations would perform in a 3D setup. There is typically a lack of feedback between model physics
(parameterisations) and dynamics (large-scale flow) in an SCM, which could erode the validity of its results.
However, few studies have directly compared SCM behaviour to that of its corresponding 3D model to assess
the reliability of 1D results, and investigated what factors potentially influence their comparability. A related
crucial task is the selection of a suitable mathematical framework to enable this comparison. This presentation
addresses these questions.

We focus on the use of SCMs under radiative-convective equilibrium conditions. A multi-column model
(MCM) setup is used as a proxy for a 3D model. Five convection schemes are tested. The comparability of the
1D vs. 3D behaviour is evaluated using the model’s linearised responses to small tendency perturbations (linear
response function, LRF). In our context, the LRF framework proposes that a model’s convective responses to
small perturbations of its large-scale environment is approximately linear even though convection involves
myriad nonlinear processes, i.e. dx/dt = Mx, where x is the anomalous state vector of temperature (T”) and
moisture (q’) around an equilibrium point. The model’s linear response matrix M is hence its sensitivity
Jacobian around a statistical equilibrium state between the imposed perturbation and the resulting convective
processes. A study comparing the M matrices of 12 convection schemes in an SCM setup found significant
disparities between them (Hwong et al., 2021), inviting the question of whether this spread also manifests itself
in a more realistic 3D setup.

Our results show that the T and g sensitivities of a model in its SCM and MCM setup are very similar when
convection (clouds) is disorganised and diverge strongly when convection is organised. This suggests that the
comparability of 1D and 3D setup is strongly influenced by the degree of convective organisation seen in 3D:
the more organised it is, the less reliable its corresponding 1D results. Nevertheless, even when convection is
organised in 3D, relative differences in linear responses between the convection schemes are largely preserved
between the SCM and MCM. This implies that when two schemes display similar (not necessarily identical)
sensitivities in their 1D setup, they will also tend to be more similar in 3D. SCMs can thus still be useful.

Additionally, we assess the practical use of the LRF method in predicting model responses to a doubling of
CO; in the atmosphere and demonstrate that an SCM’s M matrix can accurately predict its responses to
doubled-CO,. This finding has significant implications for the use of SCMs in climate change research.

Taken together, our results have two important implications, which will be discussed in this presentation: (1)
A model’s linearised responses are a suitable proxy for the prediction and evaluation of its responses to various
types of forcing; (2) Results of 1D models can be useful, but their validity needs to take into account the degree
of convective organisation in the corresponding 3D setup.
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Abstract:  General circulations model (GCM) simulations have been extensively used to predict climate
future situations. However, the systematic biases in GCM simulations prevent the direct use of the climate
model for further climate studies. Bias correction approaches are then commonly used to improve the quality
of raw GCM simulations. Among the first bias correction approaches, the simple linear scaling approach bias
corrects the mean and standard deviation while the quantile mapping (QM) approach successfully matches the
statistical distribution. The more advanced approaches, nested bias correction (NBC) approach considers the
bias in the low variability of the climate simulations while multivariate recursive quantile nesting bias
correction (MRNQBC) performs better than the predecessor approaches to bias correct the variability and
persistence. The more recent approach namely frequency-based bias correction (FBC) offers an alternate
solution for bias correcting the variability in each associated spectrum of the climate models. However, the
time-varying trend of the climate models has been overlooked in most approaches mentioned here. Keeping
this in mind, we propose here a robust Wavelet-based bias correction (WBC) approach for correcting biases in
trends and variability of the climate models.

In the development of WBC, in order to obtain the i —————— @
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The robustness of WBC is demonstrated by applying it
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extent. Results indicate that WBC corrects the bias in Figure 1. Wavelet-based bias correction
trend and reproduces the observed variability in the bias (WBC): (a) GMSL and (b) Arctic Sea Ice

corrected simulations. Extent (Kusumastuti et al. 2021)
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Abstract: The Australian Army Aviation (AAvn) is transitioning their Armed Reconnaissance Helicopter
(ARH) capability from the Tiger ARH to the Apache Guardian helicopter. This transition requires retraining
of all current Tiger-trained personnel in a specific time period from 2025 to 2029. While these personnel
are being transitioned, the ARH capability in AAvn must be maintained. The complexity of the Defence
workforce, with its hierarchical nature and highly interconnected structure, means that this transition has
many workforce risks that need to be addressed through advanced planning. Further, there are many unknown
variables such as workforce and resource availability, training requirements and workforce attrition. These
challenges are magnified when it comes to pilots, where resource constraints and the requirement for a highly-
trained workforce makes planning more difficult. Workforce analysts must have a good understanding of
their workforce, and how a transition affects it, to create a robust workforce transition plan and ensure that
workforce risk is minimised.

In this workforce transition analysis, a combination of simulation, Design of Experiments (DoE) and visual
analysis was used to provide workforce planners with an understanding of how the AAvn pilot workforce is
affected by the transition. A discrete time simulation (DTS) that models individuals, as they progress through
their career and complete postings, was used to simulate the pilot workforce. The simulation engine was able
to take into account personnel eligibility for particular postings and promotions.

Due to the large number of unknown variables in planning for a workforce transition, a DoE approach was
used to ensure the entire problem space was effectively explored. The focus of this analysis was to determine
how variations in transition courses affect the ability of AAvn to maintain its critical ARH capability, as well
the entire AAvn workforce. Variations in the transition courses include transition course length, numbers
transitioned per course and the delay between transition courses. This gave 42 experimental factors, so the
experimental matrix was determined using a nearly orthogonal and balanced data farming design from the
Naval Postgraduate School SEED (Simulation Experiments & Efficient Designs) Center for Data Farming
[SEED, 2021].

Visual analytics were used to visualise the the large amounts of data produced. Complex data analytics tech-
niques were then used to explore the AAvn workforce and find vulnerabilities, and understand why they were
occurring through the analysis of relationships between inputs and outputs and between different outputs.
Highly interactive visualisations of these analysis techniques were built to provide workforce analysts with the
ability to further explore and understand various scenarios and outcomes.

Time series analysis was used to analyse the vulnerabilities of AAvn units throughout the workforce transition.
Correlation analysis between simulation inputs and unit performance was used to determine how relationships
between inputs and outputs affect these vulnerabilities. This analysis was displayed to the user via a correlation
heatmap, with the user being able to explore these relationships further by clicking on the node to display the
input-output relationship of that node.

A Bayesian network was fitted to the data using the PC algorithm [Spirtes et al., 1993] and parameter estima-
tion was completed using the Expectation-Maximisation method. Effective visualisation and interactivity of
the Bayesian network showed the complexity and interconnectedness of the AAvn pilots workforce, as well as
allowing the user to explore in more detail specific relationships and variables. The use of Bayesian network
inference allowed users to perform what-if analysis, without the need for further simulations, giving them a
clearer understanding of the direct effect of the relationships between variables.
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Abstract:  In numerical weather modelling, the effects of atmospheric convection are parameterised when
model resolution is insufficient to simulate individual convective cells. The large variety of available
parameterisations, called convective schemes, leads to uncertainty in global climate models, because different
schemes react very differently to perturbations in temperature and humidity (Hwong et al., 2021). Other sub-
grid effects, such as those of the planetary boundary layer (PBL), are also often parameterised. To quantify
how different parameterisations affect modelled responses to perturbations, we need benchmark results that
show how a weather model reacts at very high resolution so that convective and PBL parameterisations are not
required. In this study we used a weather model run at large eddy simulation (LES) resolution to study
perturbation responses to form such a benchmark.

The Advanced Research (AR) Weather Research and Forecasting (WRF) model was used to run idealised
convection simulations to radiative-convective equilibrium (RCE) at grid spacings of 4 km, 1 km, and an LES
grid spacing of 100 m. Parameterised convection was disabled, and the PBL scheme was disabled at LES
resolution. The domain was a 20x20 km? patch of ocean with a constant sea surface temperature of 28 °C, no
Coriolis effect, constant radiative cooling (Herman and Kuang, 2013), and ideal evaporation (Chua et al.,
2019). In the perturbation runs, constant anomalies to temperature and moisture tendencies were applied
separately to two vertical levels (Kuang, 2010) at 412 hPa and 850 hPa. Perturbation runs were compared with
control runs to view the differences in temperature and humidity profiles.

Negative and positive perturbations produced approximately symmetrical results, indicating linearity in model
responses (Kuang, 2010). The LES perturbation responses are broadly similar to, but less smooth across the
vertical profile than, results for a convection-resolving model (CRM) shown by Herman and Kuang, 2013. For
perturbations at 850 hPa, the LES results resemble but are less smooth than results for some single-column
models with parameterised convection in Hwong et al., 2021. Our responses show a prominent “kink” at about
650 hPa, approximately the freezing level, which is increasingly apparent as model resolution increases. The
kink can be traced to the inclusion of ice in the microphysics scheme. The results show perturbation effects
converging as model resolution increases, with 1 km results closer to those at LES resolution than 4 km results.
Improved resolution decreases the smoothness of perturbation responses. Since our results are less smooth than
CRM results previously used as a reference, the study shows that caution is required when comparing
perturbation results to reference results which may be affected by model resolution and parameterisations. This
study will contribute to benchmarks showing how convective schemes “should” react to small atmospheric
perturbations, and help disentangle the effects of sub-grid parameterisations in numerical weather modelling.
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hydrologic models: the reordering strategy
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Abstract:  Observational errors in input and output data are often ignored in the hydrologic model
calibration, but this inevitable source of uncertainty can significantly impair parameter estimation.
Decomposing observational errors from model residual errors is challenging as current methods are still
limited by high dimensional computation or stochastic estimation errors. Based on the prior knowledge of
data error distribution and their independence from the model calibration, this study attempts to overcome
these limitations by transforming the direct value estimation of time-varying errors to the error rank
estimation. A new algorithm, referred to as Bayesian error analysis with reordering (BEAR), is developed to
realize the correspondence between the observational error rank and the residual error. The basic approach
requires sampling errors from a pre-estimated error distribution and then reordering them with their inferred
ranks via the secant method. The results of a synthetic case and a real case using the hydrologic models GR4J
and HYMOD show several benefits of this new approach: 1) Applying the secant method can address the
non-linear transform of a hydrological model from input errors to residual errors; 2) Compared with the
stochastic error sampling, implementing the reordering strategy can improve the accuracy of observational
error quantification, and consequently promote the parameter estimation; 3) Employing the Autoregressive
model can deal with the persistence of hydrologic residual errors in calibration; 4) The delay between each
input and its corresponding response can be explicitly acknowledged by decomposing the modelled
hydrograph. The BEAR method is flexible and can be easily adapted to other environmental modeling
studies with correlated or/and delayed responses. However, its ability is limited by the impacts of model
structural error and the output observationalerror and their impacts will be discussed in this study.

Keywords: Uncertainty quantification, input uncertainty, model calibration, autocorrelation, hydrologic
model
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Abstract:  The Pasture API software platform has been integrated with a public internet-based application
called Farming Forecaster to provide seasonal forecasting information for grazing businesses in the temperate
grazing regions of Australia. This new service demonstrates that complex simulation modelling is scalable and
can deliver useful production insights for producers in an easily accessible and understandable manner.

The Pasture API (Thomas et al. 2019) was developed to encapsulate the GrazPlan pasture and ruminant models
(GrassGro, Moore et al. 1997) into an automated workflow and associated published interface (Application
Programming Interface - API). The Pasture API is configured to represent local farming conditions for a
grazing enterprise at a location and produce modelled daily outputs and monthly forecasts in real-time. Third
party applications can retrieve the data streams via the API and generate historical summaries and seasonal
forecasts for grazing enterprises in temperate Australia. By combining the resulting streams of simulation data,
a historical context for current and likely upcoming seasonal conditions can be determined. The seasonal
forecast uses climatology over a period of 30 years of weather data for the specified location, considered to
represent enough variability in climate to adequately explain future scenarios. In partnership with farming
groups, local extension officers, consultants and web developers, a public web application called Farming
Forecaster (https://farmingforecaster.com.au/) was developed. Farming Forecaster incorporates on-site soil
moisture sensor data, climate data, climate predictions, and pasture production forecasts from the Pasture API.
The NSW Hunter and the NSW South East are two NRM regions currently covered by this service and backed
by Local Land Services support. The pasture forecasts are deployed for a nominated set of locations that capture
variability in farming types and environment across each region. Currently, the Hunter region has 18 sites and
the South East has 41.

Farming Forecaster displays historic, current and predicted field conditions that facilitate interpretation of
seasonal trends and give more confidence in tactical decision-making. The pasture forecast is based on a
representation of a typical set-stocked grazing enterprise at that location. It provides a simulated view with
three-month forecasts for green herbage, plant available water, ground cover, animal condition and feed
requirements. Concise text-based summaries of these forecast data are also presented.

The success of the integration of Pasture API and Farming Forecaster is partly indicated by the acceptance
from the original Monaro and Southern Tablelands farming groups. From April 2020 to May 2021 there have
been over 58,000 total page views on the web site (over 1000 per week). Other farming groups are actively
seeking to join the list of supported locations. The seasonal forecasting facility in the Pasture API was
previously only available to producers via GrassGro and required significant training to use effectively. The
Farming Forecaster web site has demonstrated that sensor data and complex models can be delivered to
producers and deliver effective decision support with significantly smaller levels of training.
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Abstract:  Exploring improved tropical forages is considered to be an important approach in delivering
quality and consistent feed options in tropical and even subtropical regions under changing climate scenarios.
Pasture modelling has been an effective tool in simulating pasture growth and obviating expensive field
research under a range of soil, climate, and management strategies. Many models lack parameters for tropical
pasture species, hindering their use in tropical regions. This study aims to adapt the generic parameters in the
DairyMod pasture model to parameterise and evaluate the model for the tropical pasture species Brachiaria
ruziziensis x B. decumbens x B. brizantha ‘Brachiaria Mulato II” (BM). Data were collected from plots of BM
established at the Gatton Research Dairy (27° 54°S, 152°33°E), Queensland, Australia from 19 November 2020
to 06 May 2021 to parameterise the model. Model evaluation was performed through various statistical indices
for accuracy and precision. Canopy structure and carbon partitioning, photosynthesis and respiration,
senescence and leaf appearance parameters were mainly modified from the generic C4 grass parameters in the
model. Results showed that, species specific parameters setup for BM in the model simulated the total above
ground yield (R?=0.92), leaf (R?=0.97), and LAI (R?>=0.93) at a reasonable accuracy. Stem production also
ranged under acceptable level except for the second defoliation due to decreased cutting height. Despite these
reasonable simulated results, the model tended to underestimate stem production. Reasons could be higher
variation of residual weight across the seasons and model failure to explicitly capture the plant physiological
changes like anthesis, accelerated growth rate and increased stem production associated with tropical pasture
phenological developments. Results suggest that the developed BM parameters in DairyMod need further
testing under range of locations and seasons to improve the model.
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Figure 1. Relationship between measured and DairyMod simulated weights (total above ground, stem, and
leaf) of Brachiaria Mulato II in Gatton Research Dairy, Queensland, Australia from December 2020 to May
2021
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Abstract:  Nitrogen (N) constrains the water-limited productivity of subtropical pasture systems in
Australia. Using the sown pastures version of the GRASP model and 60 years of weather data, Clewett et al.
(2021) estimated the effects of pasture rundown on sown pasture and cattle productivity on lands retired from
annual crop production in subtropical south-eastern Queensland. This paper highlights modifications to the
GRASP model that were used to estimate effects of pasture rundown on productivity, key findings regarding
N dynamics and opportunities for future research.

Rundown in pasture productivity because of immobilisation of N to soil organic matter typically occurs in
sown pastures for several years after establishment. Rundown was modelled by defining the potential N uptake
parameter (p99) as a variable dependent on pasture age during the pasture rundown phase with pastures on
higher fertility soils (p99 > 25 kg/ha) having larger increases in initial productivity and taking longer for
rundown to occur than on lower fertility soils (p99 < 15 kg/ha). Several key parameters controlling pasture
growth rates (potential regrowth rate, transpiration efficiency and radiation use efficiency) were also treated as
variables and calculated annually as linear functions of p99. This modified version of GRASP was calibrated
using reported soil (Bennett et al. 2021), pasture and cattle (Melland et al. 2021, Paton et al. 2021)
measurements from 18 sown pasture sites including the 5-year (2014-2018) Acland Grazing Trial. The trial
had three paddocks rehabilitated to pasture in 2007,2010 and 2012 after open-cut coal mining and one paddock
sown on cultivated land in 2012. Chloris gayana, Bothriochloa insculpta, Megathyrsus maximus, Dichanthium
sericeum, and winter-active legumes were the main species. The p99 parameter accounted for 64% of the
variation in observed annual pasture growth that varied from 1 to 8 t/ha/yr with rehabilitated pastures
performing as well as, or better than, pastures sown directly to cultivated land.

Swiftsynd and Botanal observations of pasture yield during the Acland Grazing Trial showed evidence of
pasture yield rundown, particularly in the youngest pastures. This short-term lift and subsequent rundown in
productivity enhanced the five-year mean annual estimates of pasture and cattle productivity during the trial
period by up to 17% and 25% respectively above long-term “stable” levels of productivity. The duration of
rundown was estimated to be longer (6.2 and 8.9 years) in the more fertile soils than in the less fertile soils (4.1
and 4.9 years). A constant value for minimum pasture leaf N percentage (p101 = 0.46%) was retained in the
modelling. However, rundown in pasture quality and N uptake was also observed in the field and suggests that
values of p101 should also be reduced with pasture age. This warrants further investigation along with
investigation of long-term changes in pasture composition due to rundown and any consequent changes in
cattle production. The presence of annual legumes in the Acland trial paddocks was episodic and likely
constrained by low plant-available P, and the GRASP module for growth of perennial legumes was therefore
not used. However, use of both summer and winter-active legumes could improve pasture productivity so
development of GRASP to more adequately represent legumes and their contribution to soil carbon and N
cycles, pasture N uptake, pasture rundown, drought resilience and long-term carrying capacity would be useful.

The GRASP model was useful in assessing the productivity of sown pastures, including the effects of rundown.
Further development of GRASP to more adequately represent legume-based pastures, soil N availability and
changes in pasture quality is warranted. Such developments could better support decisions by managers of
sown pastures and native pastures oversown with legumes.
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Abstract: Measured data from a long-term grazing trial and insights gained from modelling show that
degradation processes following multi-year droughts are not easily reversed, and perennial pastures don’t
always recover. The combination of drought and overstocking has led to a significant decline in land and
pasture condition, with the death of perennial grasses, loss of surface soil protection from ground cover and
delayed recovery from drought. Tied up to the loss of desirable perennial grasses is the increase in non-
desirable grasses and shrubs, which puts further pressure on the pasture resource available for grazing.

The aim of this study is to use a long-term, high-quality dataset to separate the effects of grazing
management and climate on pastures using the biophysical model GRASP. The model captures the effects of
both climate and grazing management on the pasture resource and pasture attributes. This involves gaining
insights and detecting shifts in vegetation species composition after multi-year wet and dry periods, as well
as how the grass species composition changes with the interaction of drought and high stocking rates. The
loss of perennial, palatable and productive grass species is important for the grazing industry as it impacts
pasture quality, quantity and resilience. When these grass species have been grazed out of the system, animal
production can be impacted. The shifts in vegetation composition could also be driving changes in hydrology
through reduced infiltration, increased runoff and changed water use patterns by vegetation.

The Wambiana grazing trial is regarded as one of the most important field experiments in grazing science
because it addresses the major issue of long-term livestock grazing of Queensland's native pastures in a
highly variable climate. The trial provides an excellent opportunity to evaluate the effects of climatic (i.e.
multi-year wet and dry periods) and grazing management (i.e. fire and stocking rate) on pasture production
and resource degradation for a savanna ecosystem (open woodland with perennial native pastures). The
simulation study used the GRASP model to represent various processes affected by: a) rainfall variability at
multi-year timescales with periods of above average rainfall (Wet Periods 1 and 2) and below average rainfall
(Dry Periods 1 and 2); and b) variation in grazing pressure by comparing moderate and heavy continuous
stocking rates.

Combining data on stocking rates, field measurements of runoff, pasture growth, biomass, grass basal area,
species composition and satellite remote sensed green and dry fractional cover with the GRASP model
provides the opportunity for high quality model parameterisation where many of the model parameters are
strongly constrained by observational data and previous modelling experience. A well calibrated model is a
starting point to investigate the development of new model functions and analyses. We detail how the model
calibration was developed, and to what extent we could explain the observed changes in pasture biomass.
This work revealed emerging processes in the landscape that we do not currently model, some of which are
caused by prolonged droughts and high stocking rates. These processes include the increase in introduced
grass species Bothriochloa pertusa and an increase in the native shrub currant bush (of up to 30% of the land
surface area). This work also revealed the need to model the effects of degradation of soils (surface sealing
and reduced infiltration) that followed multi-year drought and high utilisation rates. The parameters and
insights derived from this study will help inform the modelling of degradation and recovery in grazing
landscapes. This study is important for the grazing industry and policy as it impacts on calculations of long-
term carrying capacities, pasture biomass and ground cover for sustainable grazing. This study contributes to
current applications of GRASP addressing long-term carrying capacity in areas with woody vegetation.
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Abstract:  Climate change is expected to bring greater variability in the amount and frequency of rainfall.
Grassland productivity is strongly affected by rainfall variability, mainly via the timing and rate of foliage
growth and senescence. In current land surface models, the impact of rainfall is accounted for by soil moisture
availability (SWA). While growth generally follows SWA in most models, as a result of photosynthesis and
allocation responses to SWA, the impacts of SWA on senescence are generally unaccounted for. The impacts
of SWA on senescence are challenging to model due to the complexity of the plant hydraulic regulation and
numerous parameters that are difficult to measure in situ.

We thus used a parsimonious function (i.e., beta function), which has only one parameter to control the
nonlinearity of the response of senescence to soil moisture availability. We first implemented the beta function
into an empirical grassland phenology model. The parameter values of the model were obtained by fitting it to
ground-based cover observations in rainfall manipulation field experiments and grassland monitoring sites in
western Sydney, NSW. The obtained parameter values were then used to drive a land surface model
implemented with a beta function (GDAY). GDAY was subsequently evaluated at three independent flux tower
sites against measured evapotranspiration and satellite-based cover.

The evaluation suggests that the beta function performed better than existing grassland models (Choler et al.
2010; De Kauwe et al. 2017; Johnson et al. 2003) that do not appropriately represent soil moisture impacts on
senescence. The beta function thus is a useful and practical solution for representing the impacts of SWA on
senescence in land surface and pasture models. This work presents new ways to account for rainfall
variability on grassland phenology which has direct impacts on productivity and future climate projection.
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Abstract: Moving animal groups display the capability to perform highly coordinated manoeuvres
without a centralized control. Familiar examples from nature that have been studied extensively include
flocking behaviour in birds, schooling fish and pedestrian movements. It has been demonstrated that complex
patterns of collective motion can arise from simple interaction rules through simulation, and it has been
hypothesized that these simple rules reflect the processes used by individuals to govern their movement and
behaviour. While it is unclear to what degree these simulated mechanisms actually reflect those used by
different species to control movement, research has shown that a set of relatively simple interaction rules can
produce the same global patterns of behaviour exhibited in experimental data. Qualitatively, players in these
field sports exhibit similar group dynamics and collective motion properties to those observed in other
species. Players display synchronized movement, execute group turns, maintain fixed distances and cohesion.
The state of group collective motion can be quantified through the use of metrics such as group centroid,
measures of group polarisation and rotation. Figure 1 shows an exemplar time series of polarisation for two
teams (background colours indicate phases of play) and the movement of the field (The circles indicate the
end points of the trails) when the polarisation of the away team drops dramatically, indicating a change in the
collective state of the team. This collective state change reflects a shift in game-play that resulted in some
team members reacting with rapid changes in direction

Two segments of gameplay were selected for analysis; one in which in the attacking team was successful
(Play 1) and one which the attack was unsuccessful (Play 2). Player positions for both teams were recorded
semi-autonomously using the Channel and Spatial Reliability Tracker (CSRT) algorithm implemented in
OpenCV. Location was recorded every 3 frames from 30 fps video resulting in 222 records for play 1 and
624 records for play 2.The positions were then converted into a meter based coordinate system using 4
homography matrices dividing the field based on the position of the camera and the approximate apex of the
fields curve. To account for pixel errors a search of the neighbourhood of each recorded reference point was
used to reduce the error in a set of training points. The error was then measured using a set of testing points.
This project calculates statistical measures that characterise collective states, group structure and their
differences across phases of play. The goal of this research is to understand the relationship between these
measures and successful/unsuccessful actions within gameplay. The analysis of collective movements will
also be used to create agent-based simulations based upon the interaction rules that emerge, providing a
valuable tool that will allow coaching staff to understand the effects of individual-level interactions on the
outcomes within game play.
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Figure 1. (left) Polarisation (Op) of both teams over time for the successful Play, colours show three
gameplay phases: regular play (white) multiplayer passing (yellow) and breakaway (magenta), and (right) the
paths of players on the field during the drop in Attacks Polarisation
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Abstract: When consumptive and conservative water users depend on common-pool resources, conflicts
arise regarding when and how much water each party receives. In many cases, the decisions on water allocation
are bounded by legal and regulatory frameworks, but there are instances where water users will have to modify
their demands according to the changes in the environment and other users’ behavior. For example, the ability
to deliver environmental water outcomes hinges on the decisions and delivery of irrigation water, especially
during periods of peak irrigation demand. Understanding these complex interactions between different actors
in a water resource system will inform improved policy instruments for water resource allocation.

Historically, environmental water has been allocated as minimum passing flow in most river basins, and hence
environmental water has been modelled as a constraint in water resource models. Now, there is a growing trend
for active environmental water management (deliberate releases of water at different times and of different
volumes) to obtain better environmental outcomes. Agent-Based Modelling (ABM) is a promising way to
represent active environmental water decision-making by allowing autonomy for water users to make changes
to their demand depending on the decision-making behaviour of other actors, and allowing them to influence
other actors in their decision making. While there are ABM studies available on irrigator decision-making
regarding crop choice, water use decisions and how they cooperate (or conflict) with other agents (mainly other
irrigators), studies on environmental water managers and water supply authorities (WSAs) as agents in an
ABM setting are very limited. Where they are considered as agents, their role is limited to imposing restrictions
on the water quality to an acceptable level, and to press for new regulations to restrict irrigators’ allocation
(e.g., Akhbari and Grigg, 2013).

This paper explores the capability of an Agent-Based Model to represent the interactions among two key water
user groups in the Goulburn catchment — irrigators and environmental water managers, and to model their
interaction with the decisions of the water supply authority. The environmental and irrigator agents are
modelled as water users with different demand patterns, and the model allows them to update their demand
pattern based on the environmental conditions, outcome of their past decisions, and the decisions by other
users. The water supply authority agent in the model can strategically allocate the resources based on the
previous water delivery outcome for each water user group. The model is expected to demonstrate the impact
of varying degrees of water allocation on irrigators and environmental water. The model is built on the source
code of Aqua.MORE software (Agent-based MOdelling of REsources in Socio-Hydrological Systems)
developed by Huber et al. (2019).
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Correlates between inferred rules of interaction and
group-level statistics of collective motion in small shoals
of fish under different predator threat scenarios
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Abstract:  Many species exhibit remarkable displays of coordinated collective motion. The broad hypothesis
underpinning the theory of collective motion is that group-level patterns of movement emerge due to repeated
interactions between individuals; these interactions are sometimes referred to as rules of interaction. Support
for this hypothesis comes from a wide range of model-based studies of collective motion. Within the models,
rules of interaction dictate how individuals adjust their velocity as a function of the relative positions and
velocities of other members of the group. The rules of interaction usually include at least one of the following:
(1) a rule for collision avoidance with neighbouring group members at short-range (a repulsion interaction);
(2) a rule for aligning direction of motion with group members at intermediate distances (an orientation
interaction); (3) a rule for moving toward group members at intermediate to longer distances (an attraction
interaction). Adjusting the ranges over which repulsion, orientation and attraction interactions apply can affect
emergent group-level patterns of movement, including the formation of swarms, mills, parallel movements and
group fragmentation (Couzin et al. 2002, D’Orsogna et al. 2006).

Over the last decade researchers have developed methods for inferring rules of interaction directly from
experimentally derived trajectory data, including force-mapping (Herbert-Read et al. 2011). In its simplest
form, force-mapping determines the mean changes in the components of velocity of individuals as a function
of the relative coordinates of other group members. The force-mapping approach is reasonable at extracting
the qualitative, and sometimes the quantitative, form of repulsion and attraction interactions, but is subject to
inaccuracies relating to group patterns of movement and group size (Mudaliar and Schaerf, 2020).

Given that methods for inferring rules of interaction are relatively new, most experimental studies that have
used these techniques have examined behaviour in a single ecological context. Here, we examine how rules of
interaction inferred via force-mapping and measures of group order covary in response to varying threat
scenarios experienced by small shoals of eastern mosquitofish (Gambusia holbrooki) in the presence of a
sympatric predator, a jade perch (Scortum barcoo). Under most treatments examined, the underlying rules for
how the mosquitofish adjusted their speed and heading remained qualitatively similar, with individuals
moderating their velocity consistent with collision avoidance at short range and attraction to neighbouring
group members at longer distances. However, when the predator was present in the experimental aquaria, and
had not been recently fed, the qualitative form of the rules of interaction changed dramatically, including a
tendency for rapid acceleration in response to near neighbours in any direction. In concert with changes in
detail of the rules of interaction, measures of grouping, including the persistence of subgroups, and the
emergent patterns of motion also varied. This study illustrates how ecological context, in this case the details
of the presence of a predator, affects both rules of interaction and group-level patterns of movement.
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movement simulation: Applications to sport
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Abstract:  Collective movements are a common phenomenon that can be seen across a variety of biological
systems that range in scale from cells moving within living organisms, crowds of people interacting within
thoroughfares, through to herds of large mammals. Interactions between these individual entities and their
environment can give rise to spectacular, self-organizing, visual displays that emerge in the absence of any
apparent centralized control. Self-organisation and collective movement can be observed in humans within
formations exhibited in field sports such as football and rugby. Existing studies have (1) provided strong
evidence of both self-organisation amongst movements and interactions of individuals within teams and
between members of opposing teams, and (2) demonstrated that teams (as a group of individuals) form
collective states that range from un-ordered swarm-like formations through to highly polarised groups that
move with high alignment as they engage in play (Welch, Schaerf et al. 2021).

Information transfer plays a key role in collective movement, allowing for synchronisation and collective
decision making related to resource gathering and the sensing/avoidance of predators or similar dangers.
Information is transferred within a group by the means of the individuals constantly sharing directional
formation. Individuals update their headings based upon the detected directionality of (at least) a subset of
neighbours within the group. Information transfer can be analysed in this context by measuring the time-delay
of correlations across directional changes in a pair-wise fashion between individuals. This provides an
indication of the direction of information flow and the effectiveness of the transfer.

In this research, we apply these analysis techniques to some simple simulated scenarios to understand the nature
of information transfer with regards to interactions amongst individuals. The initial simulation places
individuals on fixed-tracks with formations that reflect those seen in playing formations in soccer. Time delays
are applied to each individual’s track designed to force the expected pair-wise directional correlation delays.
Subsequent simulations relax the use of fixed tracks by introducing interaction rules adapted from a zonal
collective movement model. This allows for sensitivity analysis of information transfer across different
interaction ranges. The outcomes of the simulation are assessed against a data-driven analysis of movement
soccer of soccer players during ordered, highly polarised, phases of play. Openly available datasets from two
sub-elite soccer games comprising of player movement traces obtained using a time-of-flight radio tracking
system were analysed. This data was annotated to indicate offensive, defensive out-of-play phases using
synchronised video recordings of each match. An order parameter for group polarisation (Op) was calculated
and used to classify the sequences of play as ordered (Op > 0.65) or not. The pair-wise directional correlation
delays for each combination of players across each polar segments were analysed for comparison with those
extracted from the simulations.

Early results indicate that the directional correlation delay tends to increase with distance between players,
however further analysis is underway with the aim of understanding the nature of the information transfer and
how the mechanics the individual players ability to perceive directional changes among neighbours affects the
formation.
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Carbon Farming Optimiser: application to grazing
systems in SE Australia
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Abstract: The Carbon Farming Optimiser (CFO) takes inputs related to a mixed farming system and
generates a multi-period linear programming (MPLP) model to maximise profit, subject to resource constraints,
over a given planning horizon. The model, written in MATLAB, is designed to simplify the process of creating
the large matrices required for optimisation over several decades, and processing large volumes of results,
while maintaining a realistic representation of a farming system. The innovative aspect of the model is in the
matrix generator and the data structures that represent the components of the farm.

The MPLP model generated by the CFO has the standard structure, where the problem is to select the sequence
of activities through time (x;) that maximises the objective function f(x;) subject to a set of constraints Ax; <b,
where A is a matrix of technical coefficients and b is a vector of resource constraints. The objective function
in this case is net present value (NPV) over a planning period of T years, but this can be changed within the
model if required. Besides the typical resource constraints of land, labour and capital available on the farm,
additional constraints account for greenhouse gas emissions and sequestration. The model was applied to a
farm operating under the Emissions Reduction Fund (ERF) of the Australian Government.

In this example, the CFO was used to optimise a cattle-
breeding enterprise located on the mid-north coast of
NSW for NPV over a 30-year period. The property was 2
mapped into three production zones using GIS — low,
moderate and high. Low and moderate productivity
zones were dominated by native pastures and the high
productivity zone was dominated by naturalised
pastures, each with an area of 859, 622 and 1151 ha,
respectively. The CFO could select either cattle
production or earning C credits through woody
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Greenhouse Gas Inventory and ERF. The optimisation
was carried out at carbon prices in the range $0 - $14
tonne CO-%, labour was constrained to three full-time
workers and annual capital was constrained to $150 000
per year. Figure 1. Optimisation results for sample farm.

o
o
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Based on these assumptions, the farm could become

carbon neutral at a price of ~$11 tonne CO* (Figure 1A) while maximising profits over 30 years. Behind the
solution for each C price there is an optimal land-use mix. Under the high C price of $14, NPV was maximised
by investing all capital into fencing off low productivity areas to earn C credits in the first few years, and
investing this capital into converting ~ 800 ha of high productivity areas to improved pastures from year 11
(Figure 1B). The model is flexible and can be applied to other properties and scenarios.
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A decision support tool for environmental impact
assessment in mariculture: An integrated modelling
approach
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Abstract:  Rapid growth of aquaculture over the past few decades reached 82 million tonnes in 2018, of
which production from mariculture (marine based aquaculture) represents 38% (FAO, 2020). When scoping
dedicated aquaculture development zones (ADZs), an environmental impact assessment (EIA) is used to ensure
that standing biomass from planned farms fall within the site’s ecological carrying capacity (ECC). For
mariculture, ECC is substantially affected by fish faeces and uneaten feed accumulation on the seabed and
related water quality degradation. In order to determine a sustainable solution, integrated aquaculture modelling
(Bruce et al, 2019) has become a necessary component of EIAs to determine an appropriate ECC. In this study,
we present a decision support tool developed to support ADZ EIAs using modules from the TUFLOW FV
software (2021). The tool has been designed to aid in site selection and determine a farm based sustainable
carrying capacity within proposed ADZs. After application for use in different geographical regions in
Australia, Europe and the Middle-East, an in-depth analysis of modelling approaches, refinement of workflows
and methods was carried out to develop an integrated model framework to select ADZs for mariculture
(Figure 1).
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Figure 1. Integrated model framework to support environmental impacts of aquaculture development zones
(ADZs) for assessment of mariculture using TUFLOW FV (2021) software
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Performance of the APSIM Classic-Wheat yield
prediction: a review and meta-analysis
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Abstract: Process-based crop models are widely used to simulate crop growth, guide cropping practices,
evaluate environmental impacts, and seek solutions to boost crop production. The Agricultural Production
Systems SIMulator (APSIM) (Holzworth et al., 2014) is an extensively adopted crop model that can simulate
growth for various crops under a range of user-specified environmental conditions (e.g., air temperature, soil
water, soil nutrients, etc.). This work reviews the performance of APSIM Classic (version 1.X — version 7.9)
wheat yield prediction under different conditions and explores the influential factors affecting performance
(Hao et al., 2021).

In this research we reviewed 76 published works utilising APSIM wheat, from September 1997 to February
2020 across thirteen countries. We collated and used independent evaluation datasets of APSIM-Wheat yield
prediction using field level in situ data. The locations of the published studies were primarily in Australia (41
studies) and China (20 studies), as APSIM wheat is used more commonly in these countries. Thirty of the 76
studies that had evaluation data extractable from the published paper or were provided by the authors were
collected for the meta-analysis. The modelled and observed grain yields from these studies was compared to
identify factors that influence the model performance. The coefficient of determination (R?), root mean squared
error (RMSE), and normalised RMSE (NRMSE) were used in quantifying performance.

Overall, APSIM-Wheat predicted yield with R?= 0.68, RMSE = 1.06 t/ha, NRMSE = 28.89%, covering a wide
range of conditions. The model performance improved markedly with site-specific calibration, with R?= 0.90,
RMSE = 0.64 t’/ha, NRMSE = 14.08%. Site specific calibration included (1) cultivar parameter tuning to
observations and/or (2) soil texture, soil hydraulic, and/or soil chemical parameters were specified with field
measurements. If none of these conditions were satisfied due to limited modelling information, the model
prediction accuracy was lower, with an R? of 0.58, RMSE increasing to 1.25 t/ha, and NRMSE of 32.46%.
Lower model accuracy was also found under unfavourable environmental conditions. APSIM-Wheat showed
greater uncertainties where crops were grown under water or nitrogen limited conditions, with a tendency to
overestimate yield for water stress and underestimate yield for nitrogen limitation. The model also tended to
overestimate crop yield under conditions of heat wave or frost damage. Other factors such as soil cracking,
lodging, and plant diseases are also influential factors affecting the model performance. Overall, the results
from our analysis indicated that greater model prediction uncertainty is associated with crops grown under
stressed conditions and with no or limited calibration processes.
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Abstract:  Loss of improved herd genetics when livestock producers are forced to drastically destock in
response to drought can have major economic impacts for farm businesses. Commercially available genomic
tools now provide a measure of the genetic value of individuals in the herd, allowing genetic merit to be
considered when selecting animals to sell, however estimates of the long-term economic costs/benefits of
destocking based on the traditional pregnancy status and age versus the genetic merit of individual animals are
not currently known.

We used simulation modelling to help Australian producers identify likely optimal destocking and restocking
strategies during drought events by allowing genetic merit to be considered. To address questions of genetic
merit the model needed to be able to simulate the whole farm system, represent herd dynamics of individuals
grazing on native pasture, provide all required herd management activities, track farm economics, as well as
include a genetic index of individuals in the herd with inheritance considered during mating.

The Crop Livestock Enterprise Model (CLEM) was used in this study. This whole-farm model was built with
many of this study’s requirements already considered, and the individual-based herd sub-model was enhanced
to track the genetic indexes of individuals and consider these when performing herd management activities
including drought-induced selling.

This presentation describes the functionality of the CLEM model using a case study property defined in
conjunction with Angus Australia where the commercial genomic test (HeiferSelect) was used to predict the
generic merit and value of individuals across the herd. A range of industry-relevant destocking scenarios were
considered to investigate the real-world economics of the scenarios. Over the long-term, these simulations
support farmers and industry groups by informing their decision making to enable them to meet the challenges
imposed by an increasingly variable production environment.
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Abstract:  Agricultural production impacts the environment through greenhouse gas (GHG) emissions of
methane (CHs4) and nitrous oxide (N>O). The consequences of emitting GHG emissions from grazing ruminants
and intensification of production are important industry issues that need addressing. In Australia, New Zealand
and Europe, there is a focus on reducing both total CH4 and N,O and the emissions intensity (EI, kg CO»e/ kg
lamb and wool production). The objectives of this study were to quantify the annual variation in the long-term
effects of intensification on GHG emissions and EI of sheep production occurring in low and high productivity
grazing systems (PGS).

A 30-year simulation was conducted using the GrassGro® (Moore et al., 1997) decision support tool with
initial parameter values of soil, pasture and production data drawn from a research trial. The simulated results
are compared to experimental data of observed liveweight (LW) for both ewe and wether lambs and CH4
production for ewes and lambs using Open Path Fourier Transformed Infrared (OP-FTIR) spectroscopy.

The root mean square error between mean observed and GrassGro® estimated LW for both ewe and wether
lambs (n = 12) was 1.19 and 1.45 kg for high and low PGS, respectively. Observed 24-hour CH4 production,
using OP-FTIR spectrometers, across 5 days (means + SE), of 17.2 + 0.51 and 21.3 + 0.70 g CH4/day were
lower than the mean GrassGro® CHj estimates (n =30) of 19.8 + 0.39 and 26.6 + 0.10 g CH4/day for high and
low PGS, respectively. The long-term simulated means + SD (n = 30) for CH4 were 1869 + 134 and 1076 + 63
kg COse/ha/year and for N,O were 596 = 61 and 318 + 28 kg CO»e/ha/year for high and low PGS, respectively.
There was a 14% lower long-term EI, based on simulated means across 30 years, on the high PGS with a
median EI + SD of 10.2 + 1.3 and 11.8 £ 1.6 kg CO,e/kg lamb and wool production for high and low PGS,
respectively (Figure 1). The lower EI but higher yearly CH4 and N>O emissions on the high PGS shows the
potential for intensification to reduce the emissions footprint of food but highlights the importance of the metric
used to quantify emissions.

El (kg CO,efkgamb and ool production)

T T
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Figure 1. Simulated estimates of emissions intensity (EI; CO2e/kg lamb and wool production) for low and
high productivity grazing systems (PGS) modelled over 30 years (1 September 1981 to 31 August 2011).
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Abstract: Land cover characterises the land surface, which is fundamental information for wind and water
erosion management. Of particular interest are different crop types since different crop residues provide
different levels of protection against wind or water erosion and have different risk characteristics. This study
examines the use of random forest algorithm for accurate crop classification across the Victorian Mallee to
support wind erosion risk monitoring activities. The random forest is one of the most popular and efficient
machine learning algorithms for land cover classification.

The Mallee is an economic region located in north-west Victoria and covers a total area of approximately
40,000 km?. 1t is characterized by flat lands and low-lying areas. The dominant light sandy top-soils, low
annual rainfall and characteristic strong winds makes the Mallee one of the most vulnerable areas to wind
erosion in Australia. Wind erosion assessment by the National Landcare Program (NLP) identified that 97%
of the Mallee Management Unit’s dryland cropping areas and 81% of its grazing areas are highly or
moderately impacted by wind erosion. This represents the third and second highest figures respectively when
compared to all other Australian Natural Resource Management (NRM) regions.

This study initially used a single date MODIS image - a freely available satellite imagery - for land cover
mapping. However, as the MODIS satellite platform approaches mission end, the study also investigated
alternative multispectral images including Sentinel-2A and Sentinel-3 synergy data for land cover mapping
with the aim to compare different platforms and identify the most promising satellite(s) data for crop cover
type classification.

The use of random forest algorithm for crop type classification indicated satisfactory overall accuracy
(greater than 90%) and kappa coefficient (greater than 0.80). The MODIS-based land cover map performed
the best, with an overall accuracy of 97.9% and a kappa coefficient of 0.96. A kappa value close to 1 assures
a strong agreement between classified image and reference data. The second-best classification accuracy was
achieved for the Sentinel-3 synergy-based land cover map which reached an overall accuracy of 94.2% and
kappa value Of 0.88. These results show the potential of Sentinel-3 synergy imagery in deriving
representative spatial variability of land cover.

In this study, the random forest was trained to assign a discrete land cover to each pixel. Future work could
expand this research is to develop and test random forest model/s that can classify mixed pixels. This paper
focuses on imagery acquired during 2019, future work will apply these techniques to imagery in other years
to assess the robustness of this approach. Assessment of these techniques across different crop growing
regions will further ascertain the usefulness of random forest classification of land cover in different climatic
zones and growing regions.
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Abstract:  All models are imperfect, so it is important to consider uncertainty in their predictions. When
calibrating models to measured data, uncertainty in the model can be simultaneously estimated, although there
are multiple methods available for doing this. In this study, we applied ensemble smoothers and Bayesian
inference to calibrate a model of nitrogen mineralization in soils. We obtained mineralization measurements
from a previously published study that measured changes in inorganic nitrogen over long-term laboratory
incubations in a soil located in the Mackay Whitsundays region (North Queensland). Simulations were
performed using the Agricultural Production Systems Simulator (APSIM). We inferred two parameters that
characterize the size of the simulated soil organic carbon pools (fbiom and finert) because it is difficult to
estimate these parameters from measurements only. For the calibration, we considered two different sources
of uncertainty: measurement noise and noise of unknown origin, the latter of which includes all non-
measurement related errors. We found that ignoring noise of unknown origin can result in an overly optimistic
representation of the model error (Figure la,c). On the contrary, incorporating noise of unknown origin can
lead to a more accurate representation of the uncertainty in the predictions, with model predictions providing
adequate coverage of measurements (Figure 1b,d). We show that parameterizing fbiom and finert is difficult
because these parameters are correlated, hence different combinations of parameters can equally well simulate
the measured data. We suggest that future work needs to provide a means of parameterizing at least one of
these fractions independently to facilitate parameter identifiability.
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Figure 1. Measured (grey dots) and simulated (orange lines) nitrogen mineralization (mg N kg™!) for the
ensemble smoother with multiple data assimilation (ES-MDA) (a), flexible iterative ES-MDA (b), Bayesian
inference with measurement noise only (c), Bayesian inference with measurement noise and additional noise
(d). The error bars in the measured data represent the error of the laboratory method. Shaded areas represent
the predicted 95% credible intervals.
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Abstract:  Density dependent phase polyphenism is the exhibiting of two or more distinct phenotype
expressions from a single genotype depending on local population density. The most well known insect to
exhibit this phenomenon is the locust, with whom the profound effect on behaviour leads to the classification
of the two phases; solitarious, where locusts actively avoid of other locusts, and gregarious, where locusts are
strongly attracted to other locusts. It has been shown that food distributions at both small and large scales have
an effect on the process of gregarisation. While gregarisation offers advantages, such as greater predator
avoidance, the relationship between phase polyphenism and potential foraging benefits is still not fully
understood.

Using a previously developed partial differential equation model of foraging (Georgiou et al. 2021), we explore
the foraging advantage of gregarisation within increasingly heterogeneous environments. We begin by
examining a single two dimensional simulation of a density dependent phase polyphenic organism within a
spatially heterogeneous environment. We then look at the steady state foraging advantage, with a fixed portion
of the population being gregarious, in environments ranging from homogeneous to very spatially
heterogeneous. Finally, we perform a parameter sensitivity analysis to show that spatial heterogeneity has the
greatest effect on foraging advantage. Consequently, in increasingly heterogeneous food environments it is
better to be gregarious than solitarious. Conversely, the foraging advantage disappears in homogeneous
environments.
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Should I trust that model?
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Abstract:  The answer is no! You shouldn’t trust the model; its outputs should be treated as suspect until
proven otherwise. This stands even for models that you have used before and have some confidence in. This is
something that experienced modellers know well and something that early career modellers need to learn.
Perhaps a better question is “Is that model fit for my purpose?”. Traditionally, confidence is gained by looking
at comparisons of model outputs and measured data, but this is only part of the story. As the problems which
models are applied to become more complex, there is increasingly less data, and less reliable data with which
to test model outputs so statistical methods alone are not sufficient. There are many factors that define whether
the model is going to be useful to you. Building on Snow (2016), below are some things to look for when
building trust in a model.

How has the model been tested? What degree of comparison has been made with measured data? If there are
data available, or should be available, for testing but no such comparisons have been made, then perhaps your
relationship with the model should end immediately. If data is used for testing, does the temporal and spatial
extent of the measured data coincide with your particular purpose for the model? To determine this, the tests
will need to carefully describe the measured data, the experimental treatments, locations etc. When looking at
how well the model fits the measured data, remember that there is always a great deal of uncertainty around
the data as well as the model outputs. The model fit won’t be perfect but is it good enough for your purposes?
There will always be gaps in the measured data and it might not cover the regions or scenarios that you plan
on using the model for. Some model developers provide sensibility tests to cover these gaps — and we would
argue that more of this should be done. These are comparisons against ‘expert opinion’. They might be a series
of scenario runs for different locations or different model configurations with some text that says why the
comparison makes sense.

How has the model been developed? How robust is the software development process used by the developers
of the model? The scale of the development determines the degree to which a formalised software development
process has been used. If the model has been built by a single developer, then the process will be simpler. For
development teams, a more formal approach is needed. In all cases though, you should look for the use of
version control, the presence of automated testing (changing the source code or test data triggers a build and
test), the presence of good documentation, the presence of a test suite. Peer review of all changes to source
code or testing data, needs to be a core part of the development process and this is one of the problems with
sole developer efforts. Peer-review also helps find defects and weaknesses in the model. The scientific
community peer-reviews work through conference articles and journal papers. The same level of peer-review
needs to happen in the software development community.

Is the model understandable and defendable? Models that are presented as black boxes make it very difficult
(almost impossible) to comprehend how they work. Transparency is needed to be able to see inside the box. If
the model is open source, or the source is made available by other means, then everything is visible but often
the complexity (e.g., number of files, classes, functions) gets in the way of transparency. Good, up-to-date
documentation can help overcome this and make it clearer whether the level of abstraction is appropriate and
what assumptions the model developer has made. Perhaps model explorers have a role here as well. These are
sensibility tests (live or pre-run) that are available for others to explore model behaviour.

Have you used the model in the past? Trust comes with positive past experiences of the model. If you haven’t
used the model, look at the experiences of others in the scientific literature or in the model’s user community.
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Operationalizing resilience as pathway diversity in a
mosaic landscape

Steven J. Lade*?, My Sellberg®, Jan Kuiper® and Erik Andersson®

@ Fenner School of Environment and Society, Australian National University, Canberra, Australia
b Stockholm Resilience Centre, Stockholm University, Stockholm, Sweden
Email: steven.lade@anu.edu.au

Abstract:  Resilience is an increasingly popular concept that is understood and operationalized in a wide
variety of ways. Approaches to understanding resilience from psychology and sociology emphasize
individuals’ agency but obscure systemic factors. Approaches to understanding resilience stemming from
ecology emphasize system dynamics such as feedbacks but obscure individuals. Approaches from both
psychology and ecology examine the actions or attractors available in the present, but neglect how actions
taken now can affect the configuration of the social-ecological system in the future.

Here, we test an approach called “pathway diversity” that links existing individual, systems, and temporal
theories of resilience into a common framework. A pathway diversity approach requires modelling the diversity
of options available to actors (or set of actors), and how those available options change over time. Resilience
is greater if more actions are currently available and can be maintained or enhanced into the future. Previously,
the diversity of pathways was computed using a stochastic Monte Carlo approach; here, we derive a
deterministic algorithm using matrix algebra to compute pathway diversity more efficiently.

We test the pathway diversity approach in a mosaic landscape in the Vistra Harg region of Sweden. Mosaic
landscapes have long been recognized for hosting a wide range of values for people and biodiversity. Through
a patchy structure of different land uses, they provide renewable resources, such as food and timber,
recreational and regulating services, as well as habitats for different species. As biodiversity is continuing to
decline rapidly worldwide, the multifunctional potential of these landscapes to sustainably produce food and
other services, while simultaneously conserving biodiversity and providing space for recreation is urgently
needed.

We develop methodological advances that allow pathway diversity to be computed more efficiently. We also
modify the approach to account for the presence of both actor and landscape-scale strategies. Actor strategies
that we considered included meat farming, milk farming, fodder production, food production, commercial
forestry, eco-tourism and conservation forestry. Landscape-scale strategies included cross-sectoral
collaboration and coordination in governance, awareness raising and education, supporting land-based
entrepreneurship, building local community and climate adaptation.

Our pathway diversity analysis shows that forestry strategies, in this region, are generally more resilient than
agricultural strategies, due largely to the high risk of exit from agriculture. Our results also shows that policies
that enhance the viability of a specific strategy can undermine an actor’s resilience overall, if the policy makes
a strategy more attractive that is subject to lock-in.
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Abstract:  Process-based simulation models aid scientific endeavour in understanding and quantifying the
impacts of biophysical factors on crop growth, development and production. While the science underpinning
crop growth modeling under optimal conditions has advanced over recent decades, our knowledge of
ecophysiological processes underpinning waterlogging impacts on plants has received relatively little attention.
As extreme climatic events associated with the climate crisis become more frequent, crop waterlogging will
become an increasingly real risk for many environments and production systems.

To identify and compare biophysical, chemical and ecophysiological crop growth process in models that are
influenced by waterlogging, we reviewed conceptual approaches used in several models (e.g., APSIM,
AquaCrop, CROPR, DRAINMOD, SWAP-WOFOST, GLAM-WOFOST, SWAGMAN Destiny). We show
that many models simulate waterlogging stress through reduction of air-filled soil pore space, often with
consequences for root growth. However, subsequent effects of excess water stress on crop growth are then
modelled in a variety of ways. In some cases, superfluous soil water causes plant biological stress, restricting
biomass accumulation and translocation of assimilate (e.g., AquaCrop), altering processes prior to biomass
accumulation such as light interception (e.g., APSIM) or photosynthesis and carbohydrate accumulation (e.g.,
SWAGMAN Destiny). While many models account for waterlogging stress relative to crop stage, few models
account for delays in phenology typically caused by waterlogging, although APSIM-Barley and APSIM-
Soybean are exceptions to this rule. Of the point-based dynamic models examined in our review, APSIM-
Soybean, APSIM-Barley and APSIM-Oryza simulations most closely matched the observed data, while
GLAM-WOFOST achieved the highest performance of the spatial-regional models examined. We suggest that
a comparison of models specifically designed for waterlogged conditions (e.g., APSIM-Oryza) with models
developed for dryland conditions (e.g., APSIM-Wheat) using experimental information derived from
waterlogged conditions would advance our understanding of both: (1) processes impacting crop growth; and
(2) the extent to which existing frameworks are fit-for-purpose.

We conclude that priority areas for future research on modeling plant and systems waterlogging should account
for: (1) the phenology of stress onset; (2) acrenchyma (where applicable); (3) root hydraulic conductance; (4)
nutrient-use efficiency; and (5) plant ion (e.g. Fe/Mn) tolerance. Incorporating these processes into models -
together with a more systematic model intercomparison using consistent initialisation data - would improve
our understanding of the importance of such factors in a systems context while accounting for temporal
biological feedbacks, emergent properties and sensitive variables responsible for growth limitation and grain
yield losses under waterlogging.
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emissions from urine patches: scaling from patch to
paddock
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Abstract: Leaching and nitrous oxide emissions from grazed pastures are driven by highly concentrated
urine patches deposited onto a small fraction of the grazed area. Previous work, at the scale of a urine patch,
has shown that adding diuretic components to the diet of ruminants will reduce the N load in urine patches and
reduce emissions of N from the patch. However, diuretics also increase the number and size of urine patches.
Conceptually (Figure 1) we know that there are both reinforcing and antagonistic forces operating so it is
uncertain how effective diuretics will be at the paddock scale. Here, we sought to understand how the
effectiveness of a diuretic for emissions reduction varied as the spatial scale increased from < 1 m? (a urine
patch) to several hectares (a paddock). To do this we used a validated simulation methodology designed for
heterogenous urine patches within a paddock (Snow et al., 2017) of a farm.

Patch-scale simulations showed that reducing urine patch load would decrease both leaching and nitrous oxide
emissions. Paddock-scale simulations suggested that the diuretic would be effective at low stocking rates with
reductions in emissions of up to 40%. The effectiveness of the diuretic decreased as stocking rate rose and was
largely ineffective above 3 cows /ha. The major cause of the decline in effectiveness was the increase in area
of the paddock affected by urine patches with short (< 6 months) intervals between successive dispositions —
this increase was stronger at high stocking rates than lower ones.

These results show the importance of simulation technologies to scale results that can be found by measurement
(i-e., a patch) to scales that are meaningful but unmeasurable (a paddock or whole farm).
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Figure 1. Conceptual influence diagram showing the effect of urine patch load (Pro.) on leaching at the
single-patch scale (light blue) and the scale of a representative paddock within a farm (dark blue).
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Abstract:  Variability in fruit quality greatly impedes the profitability of an orchard. Modelling can help find
the causes of quality variability. However, studies suggest that the common assimilate pool model (Brown e?
al., 2019) is inadequate in terms of describing variability in organ biomass. The aim of the current study was
to compare the performances of the common assimilate pool (CP) and phloem carbohydrate transport (CT)
models (Seleznyova and Hanan, 2018) in simulating phloem carbohydrate concentration (c(x ), x represents
the position in the transport pathway) and organ biomass variability within the whole-plant functional-
structural grapevine (Vitis vinifera L.) model that we developed before.

The CP model assumes that the ability of developing plant organs to attract carbohydrates is based on sink
strength alone, while the CT model assumes that the ability of developing plant organs to attract carbohydrates
is based on sink strength AND topological position of the organ AND the carbohydrate concentration gradient.
The same functions that define the carbon loading and unloading processes and their repose to ¢, for each organ
were used for both models. The only difference between the two models was the method for solving the c(x).
The CP model had one universal c¢(x) value for the whole plant, while the CT model solves the ¢(x) value at
each location of the plant.

The CT model was calibrated using a detailed potted experiment that entailed three levels of leaf area per vine
during the fruit ripening period: 0, 25, and 100 leaves per vine. A statistical approach was developed for
parameter optimization. The CT model was first run many times with a wide range of parameter combinations.
This gave 2916 data points to generate emulators using the R package GPfit. The emulators were further used
for parameter optimizations using the DEOptim package in R.

The model analysis showed that under a homogenous canopy architecture where all grape bunches were equally
close to the carbohydrate sources, the CP and CT models produced very similar results. However, under a
heterogeneous canopy architecture with variable distance between bunches and carbohydrate sources, the
coefficient of variation for fruit biomass rose from 0.01 to 0.17 as crop load increased. These results indicate
that carbohydrate allocation to fruits is affected by both the crop load and fruit distribution, which is not
adequately described by the CP model.
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Abstract: Shocks in regional wheat production can have severe repercussions for dependent
importing countries elsewhere. Impacts due to climate extremes, natural disasters, but also (subsequent)
export restrictions, reduce volumes of crop produce on international markets that can jeopardize local to
national food security. In this manuscript, we consider the capacity of the global wheat trading network to
absorb such shocks and identify the trade links between exporting and importing countries that are critical to
do so.

We specifically consider two questions:

1. Without changing current trade links, can quantities traded be altered to improve the adaptive capacity of
the global trade network to mitigate the impact of shocks?

2. In the event of various shocks, which trade links must be versatile to ensure optimal reduction of global
wheat deficit?

We impose wheat production shocks in Eastern Europe and Russia, the USA, and Australia to simulate shocks
in line with historic events. Assuming that increased prices would stimulate exporting countries to tap into their
storage after satisfying domestic demand, we evaluate the most important trade links to optimally reduce the
global wheat deficit. As such, we employ ant colony optimisation to reduce the global wheat deficit caused by
the regional shocks. The ease with which different trade strategies can be implemented in practice is also
considered. Countries cannot establish new trading links but can alter traded amounts. Thus, the minimum
global deviation of estimated current traded quantitities is also minimised. The decision variables considered
in the optimisation problem are the volumetric tradable quantities of wheat between countries, which allows
for consideration of alternative trading strategies on a global scale. Two cases were considered, 1) all countries
were able to access their initial storage, in all shock scenarios, to assist in the global reduction of deficit; 2)
Russia, the largest exporter, was disallowed access to its storage for export purposes in accordance with historic
requirements.

We find that the current global trade network could not completely mitigate the deficit incurred as a result of
the simulated shock. However, by redistributing trade quantities on existing trade links, the deficit was reduced
considerably in all scenarios. Out of 619 trade links considered, 240 were found to be directly used in achieving
minimum deficit solutions. However, while there is significant benefit in increasing the number of active trade
links initially, this benefit diminishes towards the lower end of global deficit values. Activating the 30 most
important trade links accounted for reducing the global wheat deficit in all scenarios by 80 to 95%.

The study examines the (theoretical) ability of the trade network as a whole to mitigate the impact of shocks.
Importing countries with only a few trading partners are at risk to wheat production shock occurring in those
exporting countries. In addition, countries that are generally reliant on a variety of suppliers, but come to rely
on a single supplier after a shock elsewhere, may find it difficult to increase their import if only low volumes
were traded previously. The interplay of a production shock in one region, and a withdrawal from the global
wheat market in another region in response to this, can lead to unexpected consequences. Barring access to this
country’s storage, can affect more countries than solely those directly trading with this country due to the
overall network properties. In our analysis, influential exporting countries were those characterized by their
ability to alleviate the shock incurred, which depends both on their interconnectivity with affected countries
and the amount they have in storage.
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Abstract:  The food system is an interconnected system of agriculture and food production activities. Water
and energy management for the food system is now facing tremendous challenges to comply with the
Sustainable Development Goals (SDGs), such as Sustainable Cities and Communities (SDG11), Responsible
Consumption and Production (SDG12), and climate action (SDG13). The challenges are more aggravating due
to the interdependence of food, water, and energy within the food system. The interdependence is often
observed in the form of (a) energy input for food and water production, as well as, wastewater treatment of
food processing; (b) water inputs for food and energy production, and (c) greenhouse gas (GHG) emissions
from the water-related energy (energy use related to water and steam application and treatment), and other
energy (e.g. transportation, machine running) use.

Kenway et al. (2019) demonstrate up to 12.6% of total national primary energy use can be influenced by water
use mostly focusing on the water and wastewater utilities. Our previous study shows, there is a lack of water-
related energy assessment of the food system as part of the Food-Water-Energy-Greenhouse gas emission
(FWEG) nexus focusing on GHG emission, cost implications, and structural paths (Islam et al. 2021). These
aspects need to be assessed for a better understanding of energy and GHG emission, and associated cost
reduction through water management of the food system. Given this context, our work presents a robust
analysis of energy, GHG, and cost implications of water use in the food system for the first time considering
Australia, as a case study.

The system boundary of this study is the Australian national economy in 2015, and the Environmental Input-
Output model, and Structural Path Analysis applied to analyze the nexus. The results show that the food system
uses 49% (7,633 GL) of total water input to the national economy. That amount of water use accounts for 189
PJ water-related energy use, which is around 55% of total energy use in the food system (346 PJ). The highest
water-related energy use was from natural gas (~70 PJ), followed by fossil fuel-based oil products (~45 PJ).
The GHG emission (13.5 Mt CO».q) of water-related energy is around 3% of national emissions; and 5% of the
energy-related emissions of the economic sector. The estimated monetary value of the water-related energy
use in the food system was around AUD 2.5 billion, of which 57% contributed by the fossil-fuel based oil and
petroleum products, 24% by natural gas, 16% by electricity, and remaining by coal and biomass (e.g. bagasse
and wood chips). Water-related energy use in the identified critical food sub-sectors varies from 40% to 66%.

Our findings suggest that water management is a key for energy and associated GHG impacts reduction in the
identified sub-sectors of the food system. The approach used can be also applicable to other countries
depending on the national circumstances, and data availability.
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Abstract:  In rice (Oryza Sativa) production, appropriate nitrogen (N) management needs to consider the
relationship between the rate of N fertiliser application, time of application and crop yield for different soil
types. N demand is a crop-specific factor, while N supply is related to soil characteristics and crop management
practices such as N fertilisation. Balancing N supply against demand makes N use more efficient by avoiding
N losses from the system, which impacts farming profit and the environment. A coupled, biological and
economic modelling approach was adopted to identify the economic optimum rate of N (EORN) for rice
cultivation in three soil types in Sri Lanka (Figure 1). The three soil types are Low Humic Gley (LHG) poorly
drained soil, Reddish Brown Earth (RBE) well imperfectly and well-drained soil.

The APSIM-Oryza model was parameterised for the conditions of the study area. Model validation confirmed
that there was good agreement between actual and simulated rice yield. The validated APSIM-Oryza model
was used to evaluate the rates of N application between 0 and 300 kg N/ha/season for the last 20 years of
weather. Rice yield response to N varied between soils, and yield variability over the years was also observed
due to weather. The highest potential yield at the median and lowest yield variability across years was observed
in LHG poorly drained soil which is highly suitable for rice cultivation. RBE well-drained soil showed poor
response for applied N with lowest yield potential while RBE imperfectly drained soil varied between
responses of other soil types.

The simulated rice yields for each N application
was considered as the inputs to an economic
evaluation of the N decisions. A modified A
Mitscherlich-Baule yield response function was

used to fit the relationship between N rate and grain
yield for each soil type since the visual pattern of
APSIM-Oryza simulated yield best matched with
the functional form. Profit maximising conditions
applied to the yield responses developed EORN of
228, 156, and 118 kg N/ha in LHG poorly drained
soil, RBE imperfectly drained soil and RBE well-
drained soil, respectively. Rice yields at the
economic optimum were 6.1, 4.0 and 2.8 t/ha,
respectively. The economic optimum was highly
price-sensitive; hence the quantitative values could
be varied with changing rice selling price and N
fertiliser price. However, the results indicated that
investment in N fertiliser needs to consider the type
of soil due to differences of yield responses in soil
types; hence blanket application of N fertiliser over 1:75000
soil types caused to deviate from a maximum profit Sl Map of Thirappane Cascade
of rice cultivation in given soil types.

Legend
Il Tanks
RBE imperfectly dramed soil
I LHG poorly drained soil
Il RBE well drained soil

Figure 1. Soil map of study location
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Abstract:  The concept of localizing food system gained traction in academic, policy, and development sectors
in recent years, especially building resilience. The local council has a growing role in designing an efficient and
equitable food system for community wellbeing. However, it is crucial to adopt fundamental solutions instead of
short-term solutions of the problem. Also, an analysis should be conducted to understand both the positive and
the unintended consequences of the proposed policies. To address this knowledge gap, the model is developed to
explore policies' impact on building farmers’ livelihood resilience in facing climate disturbance. The proposed
combination of farmer market capacity expansion, farmer market organization marketing, setting up food and
food box delivery policies deliver the best outcome in building resilience. The key messages of the project are,
first, encourage a diversity of responses in building resilience; second, finding balance in managing limited
resources for coping capacity versus future adaptative capacity; third, using group model building to build
ownership of various stakeholders on the policy implementation. The potential next steps include quantifying
resilience and diversifying types of consumers.

Keywords: Farmers’ livelihood resilience, localizing food system, system dynamics
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Abstract:  Due to high metabolic heat production, dairy cows are more sensitive to heat stress than other
livestock. This has consequences on the animal’s welfare and productivity. Reductions in milk production can
occur from relatively mild temperatures with the degree of impact increasing with increasing severity of heat
exposure. The degree to which heat stress impacts milk production, farm income, and milk supply is becoming
increasingly important as the duration and frequency of heat waves increases. This analysis aims to provide
estimates of the sensitivity of milk production on Australian dairy farms under heat stress situations.

The milk tanker pickup data from three dairy companies was used to investigate the on-farm impacts of heat
stress on milk production in three regions of Australia. Milk production and weather data were matched based
on the postcode of the farm and Bureau of Meteorology weather station. Weather data were used to calculate
the temperature-humidity index (THI) using a formula typically used in Australian studies. The THI is
commonly used to quantify the effects of heat stress by combining the effects of temperature and relative
humidity. Data that did not meet pre-defined quality criteria were eliminated from the analysis. For instance,
records that occurred three or more days since the previous milk pickup, data from farms with less than one
year of observations, and years in which more than 10 records were missing between October and April,
inclusive, were excluded. Over 960,000 records from 1,286 farms are included in the regional analysis. Linear
mixed effect models were fitted to the data from each of three regions using R.

The estimated response of milk volume (L) and milk solids (kg) and associated 95% confidence intervals (Cls)
are summarised in Table 1. Models using THI values averaged over 7-days, consistently performed better than
those averaged over shorter periods. THI values based on minimum and average temperatures performed
slightly, but consistently, better than those based on maximum temperature.

Table 1. Change in milk production with increasing THI in three regions of Australia

Gippsland Murray SE QLD - NE NSW

Volume (L/THI unit) (95% CI)

-13.7 (-14.5, -12.8)

-10.3 (-11.3,-9.2)

-10.8 (-16.7, -4.9)

Best performing THI metric Min THI avg 7 d Min THI avg 7 d Min THI avg 7 d
Milk Solids (kg/THI unit) (95% CI) | -1.38(-1.45,-1.32) | -1.25(-1.32,-1.17) -0.66 (-1.07,-0.25)
Best performing THI metric Avg THI avg 7d Avg THI avg 7d Min THI avg 7 d

The improved performance of average and minimum THI compared to maximum THI supports the hypothesis
that cool night-time temperatures are important in mitigating the impacts of high daytime temperatures. THI
metrics calculated over seven days, which performed better than those calculated over shorter periods, supports
previous findings of lag effects and the impacts of prolonged heat. The larger impact of heat stress on milk
production in Gippsland may reflect dairy cows being comparatively sensitive to heat in this relatively cool
region, a lack of management interventions, or a combination of both. This analysis addresses the current losses
associated with heat stress. This, accompanied by work on the cost effectiveness of available mitigation
options, will assist in effective adaptation to the impacts of heat stress on dairies.

Keywords: Milk, heat stress, cows, production, temperature-humidity index
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Abstract:  Australian agribusiness has made a significant transition from commodity delivery to consumer-
oriented value addition. Its agri-food sector is mainly export-oriented and operates at a large scale, though
its considerable distances, linking production, markets, inputs, and infrastructure, make it a high-cost
operator relative to international competitors. A succession of shocks to both demand and supply over the
last decade has challenged the Australian agri-food supply chains in the forms of natural disasters,
geopolitical maneuvering in trade policies, a pandemic, and drought. These shocks are in many cases
associated with broader trends such as climate change, expanded biosecurity threats, more fickle consumer
needs, and changes in labor mobility. The current concentrated retail environment creates an increasing
demand to design resilient supply chains. It looks for unique ways to accommodate the Australian
commercial and physical environment and farm management systems. Nonetheless, supply chain
management has adhered to conventional performance metrics associated with cost and capacity
utilization. In response to the sequence of shocks, digital technology has rapidly matured and provided a
plethora of entirely new design options. The related research and practical applications of these
technologies are dominated by improved productivity, targeting quality and quantity to the market, and
logistical efficiency. These estimates refer to conditions not disturbed by the shocks outlined above, and they
are heavily reliant on efficient supply chains to deliver them. That is to say, resilience in supply chains is
mostly related to efficiency imperfectly and represents a trade-off between costs and redundancy, for
example. Hence, this chapter focuses on aligning the definitions of agri-food supply chain resilience with
management needs and highlights the potential applications of technologies and information systems in
advancing resiliency. It outlines a set of shocks or challenges associated with different commodity sectors
and identifies thematic benefits of resilience at varying echelons of supply chains. Several sources,
including interviews with industry specialists and literature review, are used to extract potential digital
solutions and discuss their impact on the resilience indicators. Results are compiled across settings and
weightings, representing supply chain performance and resilience priorities to provide research-
informed, practically applicable digital interventions.
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Abstract: The world’s soil provides a large potential sink to sequester carbon, but in order to incentivise
increases in soil organic carbon (SOC) and for countries to use increases in SOC to meet their international
greenhouse gas emission commitments, we need to accurately estimate changes in SOC. Statistical and
process-based models are often used to estimate these changes, and Australia’s greenhouse gas reporting
framework uses Full Carbon Accounting Model (FullCAM). The dynamics of soil carbon within the Full CAM
modelling framework is quantified using the Rothamstead Carbon Model (RothC). The model’s ability to
estimate change of SOC with time depends on (a) accurate estimation of the key drivers of model inputs and
(b) the fate of those drivers on dynamics of SOC through model parameter calibration. For instance, SOC
estimates could be improved with more accurate estimation of the plant residues entering the soil. Currently,
the reporting framework uses crop type information based on broad spatial supports such as Statistical Area 2
(SA2) regions to derive plant residue inputs for RothC. This is a much coarser spatial resolution than the true
spatial variability of plant residues.

In this work we present an application of RothC with plant residue inputs derived from freely available
remotely sensed evapotranspiration (ET) data, NDVI and a land use specific scaling parameter. This is
demonstrated using two case studies: Muttama Creek - a 1025 km? catchment and Hillston: a 2650 km? district,
both in New South Wales (NSW). The Muttama Creek catchment is predominately dryland cropping and
grazing land uses, while Hillston is a semi-arid irrigated cotton-growing district.

The model is initialised using SOC fractions, predicted from the spectral library built under an Australian-wide
soil sampling project (SCaRP - Baldock et al., 2013a) and has an improved water balance model which uses
remotely sensed ET (Wimalathunge and Bishop, 2019) to represent plant water use. This is an improvement
on the water balance model built into RothC which uses evaporation to estimate plant water use.

Each catchment consists of two temporal surveys. While Hillston demonstrates a longer timeframe (2002-
2015) to observe changes in SOC between surveys, the timeframe of the Muttama Creek (2013-2019) study is
similar to the time between repeat sampling rounds of a soil carbon project, under the Emissions Reduction
Fund (ERF - the Australian Government’s carbon crediting program). In soil carbon projects under the ERF,
change in SOC from the project must be reported to the Government at least every five years, for 25 years
(according to a strict set of reporting guidelines). To receive carbon credits after their first report, there must
be an observable change in SOC between sampling rounds.

This study shows potential to scale ET and NDVI information according to land use to estimate plant biomass
carbon inputs (C inputs) to use as an input to the RothC model. Across the two catchments used to demonstrate
this approach, 77 sites, sampled at two time points were used to calibrate the model according to the four land
use classes tested in this study. When the simulated SOC results were compared to the observed values for the
second sampling time, the cropping systems (Lin’s concordance correlation coefficient (LCCC) = 0.61)
performed the best, followed by native grazing systems (LCCC = 0.46), modified pasture systems (LCCC =
0.33) and irrigated cropping systems (LCCC = 0.11).

Keywords: Next generation soil carbon models, process-based model, RothC, soil carbon model, integration
of data streams
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Abstract: Soil organic carbon (SOC) stocks in agroecosystems have considerably declined largely due to
cultivation and overgrazing, resulting in land degradation and the potential to exacerbate global warming. This
prompts necessities in widespread implementation of practices that improve soil condition, and policies and
markets that enable to increase carbon sequestration. Integrating advanced knowledge of SOC dynamics into
carbon models is required to better assess the potential of SOC sequestration under different land use
management and environmental conditions.

Soil organic carbon stabilisation processes, recognized as key to understanding carbon flows and stocks, is a
subject of much research (Lehmann et al., 2020). Soil organic matter contains varied molecular diversity and
composition, resulting in different vulnerabilities to climatic and environmental conditions, and adding further
complexity in SOC dynamics at various spatial and temporal scales. Decomposition and stabilisation of SOC
are the result of complex interactions among biotic, edaphic, and climatic factors. Moreover, physical
fractionation of SOC and molecular techniques improve mechanistic understanding of soil carbon deposition,
decomposition, transformation, and stabilization processes. Recent evidence shows that SOC residing in
different locations within the soil matrix has fundamentally different formation pathways and persistence.
Organic carbon associated with minerals and occluded in micro-aggregates are more stable and persistent,
compared to OC in macro-aggregates and particulate form. Soil management that influences microbial
processes may result in increased carbon flow to stable SOC by accelerating the breakdown of plant residues
and particular organic matter. Microbial residues are a significant source of stable SOC as a result of being
preferentially protected through mineral associations.

However, such newly acquired knowledge in the dynamic nature of SOC behaviour and persistence has not
been reflected in global carbon models. Current modelling efforts to quantify SOC dynamics in response to
changes in management and global environment do not accurately represent the size, distribution, and flux of
carbon within, and from soil. Soil organic carbon stabilisation has not yet been explicitly integrated into
numerical soil biogeochemistry models. There are a few attempts to modify the prevalent biogeochemical
models such as CENTURY by parameterizing conceptual SOC pools with measurable SOC fraction data to
determine the turnover rates of SOC pools. New models need to consider integrating advanced knowledge in
mechanic understanding of SOC stabilisation in combination with new and growing soil datasets that capture
decomposition responses caused by changes in land management and climate.

Managing SOC in agroecosystems to restore degraded lands and slow global warming requires advanced
knowledge of SOC dynamics and stabilisation. Physically separated SOC fractions provides promise as a new
conceptual framework to build SOC dynamics into biogeochemical models. Such an integrated model is likely
to provide more reliable estimates of carbon sequestration and will help to identify and prioritise
recommendations to policy makers and management practitioners.
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Abstract: With a rapidly increasing global population and increasing uncertainty over food security,
farmersare facinga dilemma of producing crops with a higher yield on the same (or even less) cultivated areas.
More specifically, the mean growth rate of global crop yield must exceed 2.4% per year to feed 10 billion
people by 2050s. However, the ongoing climate crisis is preventing farmers from fulfilling this goal. As current
farming systems are normally designed to fit into historical climate conditions, climate change-induced
changes of meteorological factors are expected to pose significant risks for future farmingoutputs.
Temperature is commonly reported asa key factoraffectingmaize yield and any changes beyond the optimal
zone are likely to cause detrimental impacts on maize yields. However, less is known about how soil can
modulate the region-specific impacts and whether certain soil properties can buffer the adverse impacts of
climate warming. In this study, we used the Agricultural Production Systems sIMulator (APSIM) model, to
investigate the impacts of multiple soil biological and physical (e.g. soil carbon and soil plant available water)
properties on the responses of maize yield to growing season temperature (Sy,t) between 1961 and 2016 in the
China’s maize belt. Our objectives were to address the following questions: I) how does maize yield respond
to climate warming in different zones of the China’s maize belt? II) how do various soil physical, hydraulic,
and chemical properties modulate the impacts of climate warming on maize yield? By answering these we
provide insights into the development of adaptive strategies for global warming from the perspective of soil
interventions.

Results indicated a greatly varied Sy r acrossregions with a large yield decline of 11.2% foreach 1 °C warming
in the mid-eastern region of the belt buta small increase of 1.5% in the north-eastern region. We found that the
variations of soil inherent properties was able to explain around 77% of the spatial variations of Sy . Among
the included properties, soil organic carbon content (SOC) contributed most, showing positive impacts on
maize yield. We also found thatthe regions with low Sy 1 were those areas with high SOC content. Our findings
highlight the importance of SOC in the mitigation of adverse global warming impacts. SOC is an important
indicator of soil quality and soils with higher SOC tend to show better water and nutrient retention, which can
then help crops bufferthe impactsof increased temperature and even exploit positive effects. To ensure food
security for a rapidly increasing population under a changing climate, appropriate farming management
practices that improve soil quality (especially SOC) can provide farmers with a naturalinsurance against
climate warming through a gain in yield stability and more resilient production in China’s mazie belt.

Keywords: Climate change, temperature sensitivity, soil inherent properties, maize
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Abstract:  Enhancing soil organic carbon (SOC) is recognised as a potentially important avenue for reducing
greenhouse gas levels and mitigating global climate change. Carbon trading schemes such as the Emission
Reduction Fund (ERF) in Australia offer incentives for soil carbon sequestration programs, but to date there
has been little participation by Australian landholders in such schemes.

Potential sequestration rates following improved land management practices have been demonstrated
throughout Australia and worldwide. Broad scale sequestration potential maps have been released, such as the
potential capability index of Baldock et al. (2009) and those of the Australian Government. However, few
studies have attempted to present SOC sequestration potential at a finer spatial resolution, which is needed to
inform landholders on decisions on participation in carbon markets. This study (Gray et al. in review)
demonstrates the preparation of fine scale maps with 100 m resolution that identify the local potential for SOC
sequestration under a readily achievable land mangement practice, being a 10% relative increase in vegetation
cover.

The study applied a digital soil mapping (DSM) method in a “space-for-time substitution” framework over
NSW. Data comprised 2150 points with SOC stocks to 30 cm, which was split into 80% training data and 20%
test data. A multiple linear regression model was run with 100 bootstraps to map current SOC stocks under
current land use and vegetation cover, then the model was re-run with a 10% relative increase in vegetation
cover. The difference between the two maps gave the sequestration potential. Random forest models were
trialled but presented severe anomalies.

The potential sequestration varied from 0 to > 20 Mg ha!, with a mean state-wide potential increase of 5.4 Mg
ha! over the 0-30 cm depth interval. Assuming a 20-year period of re-equilibration, this equates to an average
SOC increase of 0.27 Mg ha! yr'!. The sequestration potential was systematically controlled by a combination
of climate, soil parent material and current vegetation cover, e.g., 1.6 Mg ha! SOC under dry climatic
conditions in sandy infertile soil material with initial sparse vegetation cover, compared with 15.9 Mg ha’!
under wet conditions in clayey fertile soil material with moderate-high initial vegetation cover. Considering
potential increase over all land uses across the state, and assuming a 20-year period for the sequestration, then
some 75 Tg yr! COse or approximately 58% of reported total annual NSW emissions are potentially abated.

Our estimates broadly accord with sequestration rates of 0.2-0.5 Mg ha! yr! following improved land
management reported from international and Australian studies. The maps and associated products derived can
serve as a useful guide in the selection of priority areas for carbon sequestration programs. They allow land
holders to assess the broad potential of their properties to sequester SOC and thus inform decisions on whether
to participate in carbon trading schemes. Application of our method at finer scale with higher accuracy, in
combination with an efficient auditing sampling design, could form the basis of statistically reliable estimates
of SOC gain, as required for participation in carbon trading schemes in Australia and beyond.
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Abstract:  Vegetation in coastal wetlands has a high efficiency to accumulate carbon in the soils. In fact,
saltmarsh and mangroves have some of the largest carbon soil stocks per area around the world. The complex eco-
geomorphic interactions between flow, sedimentation and vegetation drive accretion processes which over time
lead to carbon being accumulated in the soil and in the form of biomass. Under equilibrium conditions, rates of
change in sea-level change are compensated by accretion, guaranteeing the survival of the vegetation over time.
In recent years, however, vulnerability of coastal wetlands to accelerated sea-level rise has been recognised and
it is estimated that 80% of coastal wetlands could be lost by the end of the century. Landward migration or
accommodation can potentially alleviate some of these effects, but this is not always possible due to topographic
limitations and physical human made barriers that impede wetland transgressions. Because of this, the survival of
coastal wetland vegetation and the capacity of these systems to continue accumulating soil carbon is still highly
uncertain.

Estimates of coastal wetland submergence under sea-level rise rely on modelling techniques that can represent the
complex eco-geomorphic processes over time in a non-linear manner and with a good spatial resolution. Many
modelling techniques use simplified methods for representing hydrodynamics drivers, which can lead to
significant underestimation of coastal wetland vulnerability (Rodriguez et al., 2017). The implementation of eco-
geomorphic modelling techniques are useful for exploring diverse wetland management scenarios in order to
explore the fate of coastal wetlands.

We implement a model for saltmarsh and mangroves of south-eastern Australia (Rodriguez et al., 2017) and we
use it to explore the dynamics of the vegetation under sea-level rise (Sandi et al, 2018 and Breda et al, 2018). .
We incorporate soil carbon quantification into our eco-geomorphic model (Sandi et al, 2021) and we use it to
explote explore the use of different hydraulic control measurements as a management practice and the potential
outcomes of hydraulic control in terms of vegetation extent and soil carbon accumulation under sea-level rise.
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Abstract: The management of soil organic carbon (SOC) can play a key role in its sequestration and
avoiding emissions. Climate change including increased temperature and changed rainfall will influence the
global SOC cycle. There are still significant gaps in our knowledge of the size of the global SOC pool and how
future climate will affect SOC stocks and flows in many parts of the world. To address this gap, we used a
novel method to estimate the current SOC stocks and assess the impacts of future climate change on SOC
stocks as a case study in south-eastern Australia.

We used multiple sources of legacy SOC data with a range of environmental covariates to quantify the
spatiotemporal dynamics of SOC stock using Digital Soil Mapping (DSM) techniques in New South Wales
(NSW) (Wang et al., 2022). We aimed to provide robust projected results, using 25 available global climate
models (GCMs) from the Coupled Model Inter-comparison Project Phase 6 (CMIP6) under two Shared Socio-
economic Pathways (SSPs) scenarios to cover a large range in changes for two key variables that drive climate,
temperature and rainfall. Our objectives were to (1) develop different DSM methods to estimate and map
current SOC stocks in NSW, (2) predict the change in SOC stocks under future climate, and (3) investigate the
relationship between SOC stock change and climate change. The assessment of the impacts of future climate
change on total SOC stocks across NSW and understanding its environmental controls are important to predict
the region’s response to future climate change and develop climate mitigation strategies to meet the net zero
emission target for NSW.

We found that: (1) estimated current SOC stocks in NSW decreased from east to west, (2) the most important
predictors of SOC stocks in NSW were rainfall and minimum temperature, (3) multi-GCM ensemble means
suggested SOC stocks would decrease by 7.6-12.9% under SSP2-4.5 and decrease by 9.1-20.9% under SSP5-
8.5 across NSW under future climate, and (4) the extent of change in SOC stocks varied spatially with the
largest mean decrease of SOC stocks occurring in the North Coast and South East (alpine) regions of NSW.

Projections of SOC stocks for the different Local Land Service regions obtained in our research can be used as
a basis for identifying areas susceptible to SOC decline under future climates across NSW. Combining DSM
with spatial databases enabled an assessment of changes in regional SOC stocks to inform land management
and climate change strategies and policies. The significant decline in SOC stocks projected even under
moderate climate change highlights the potential risks to landholders from engaging in carbon trading, and the
expected challenges for jurisdictions with reliance on soil carbon sequestration to meet net zero greenhouse
gas emission targets. Moreover, our methodology is easily transferrable to other regions where information on
edaphic and landscape properties, land use, and climate data are available.
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Whole-soil profile carbon dynamics in response to
climate change modulated by vertical carbon transport
and the priming effect
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Abstract:  Vertical carbon transport along the soil profile redistributes soil carbon fractions in soil layers,
which may have significant consequences on whole-soil profile organic carbon (SOC) dynamics. We developed
three varieties of vertically resolved SOC models to simulate SOC dynamics (down to 2 m). The three models
considered mechanisms underpinning the increased persistence of SOC in deeper soil layer depths by explicitly
simulating microbial processes and the interactions between old and new carbon pools.

Model sensitivity analyses indicated that vertical carbon transport must to be considered, otherwise the profile
distribution of SOC stock cannot be captured by the models. The models were further constrained by global
data sets of whole-soil profile observations of vertical distribution of SOC stocks and carbon inputs, and then
were used to predict the spatial pattern of the depth-specific amount of vertically transported organic carbon
(7, g Cm?yr') and the priming effect (PE) intensity across the globe. ¥ and PE showed large spatial variability
across the globe as well as in different depths. In topsoil, V" is high in middle and low latitudinal humid regions,
while the spatial pattern trends to uniform with the increase of depth. The PE is stronger in warmer and wetter
regions. In the soil profile, the PE is stronger in upper layers than in deeper layers. Precipitation was the most
important for influencing the global pattern of V" in the topsoil (0-20 cm), while the importance of SOC and
bulk density increased in subsoil. Precipitation and temperature were key determinants for PE.

Applying the models across the global, we assessed the response of SOC to 2°C global warming and 20% net
primary production (NPP) increase at the resolution of 1 km. Compared with the model considering PE and V,
the model considering PE only significantly underestimated the response of SOC to warming, while the model
considering 7 only had no obvious effect on the response. For the response of SOC to the increase NPP,
considering ¥ only, model overestimated response, while only considering PE underestimated response in
topsoil.

Our modelling demonstrates the vital roles of vertical carbon transport and priming effect in controlling whole-
soil carbon dynamics, which are a key determinants of whole-soil profile SOC persistence under warming.
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Abstract:  Climate change is one of the biggest challenges globally, it is emergent to establish future-
oriented strategies to reduce greenhouse gas (GHG) emissions. Intensified crop production has depleted soil
organic carbon stocks (SOCS) of the land around the world, therefore, field management practices that can
effectively recover the SOCS could be useful to reduce CO; concentration in the atmosphere and mitigate
climate change.

Growing leguminous crops as green manure (LGM) during fallow period can minimise the use of extra
synthetic N fertilizer compared with non-legume crops due to the unique biological N fixation. More
importantly, the LGM is N rich and narrow in C:N ratio, introducing it to the cropping system can increase the
SOCS with high efficiency. Therefore, the LGM may hold the key to mitigate climate change.

Although other field management practices (e.g., the application of animal manure) can increase the SOCS,
they may also increase the GHG emissions from other sources, which make them less effective to control
climate change. In addition, the SOCS have limited capacity to increase as they reach the new equilibrium after
a long period of time. These aspects indicate that traditional field experiment alone can hardly provide robust
information to estimate the performance of field management practices on climate.

To solve the abovementioned problems, we coupled life-cycle assessment to include the GHG emissions from
the main agricultural inputs and the RothC model to project the carbon sequestration potential of the SOCS at
the new equilibrium. The changes of both the SOCS and the GHG emissions from different agricultural inputs
are calculated as the carbon footprint to assess the potential impacts of the LGM on climate. We chose three
widely available legumes (Huai bean, soybean and mung bean) as the LGM to replace the traditional summer
fallow on the Loess Plateau of China to evaluate their impacts on climate via the carbon footprint.

The LGM treatments significantly increased the annual C input to soil by 67-91% and the corresponding SOCS
were increased by 15-23% compared with the control (summer fallow) after 8 years. The LGM treatments
increased the GHG emissions from agricultural inputs, however, when the increased SOCS were considered,
the carbon footprint ranged from 1370-2091 kg CO; eq ha™, which was 25-51% lower in comparison with the
control. The RothC model indicates that the projected SOCS at the new equilibrium for the LGM treatments
and the control are 38-47 and 14-18 Mg ha!, respectively. The corresponding carbon footprint for the LGM
treatments will be 53-62% lower than the control and 23-37% lower than their current levels.

Growing LGM during summer fallow period can effectively increase the SOCS and decrease the carbon
footprint of crop production. When considering the carbon sequestration potential in the future, the carbon
footprint can be further reduced. These results indicate that using the LGM to replace traditional fallow practice
could be an efficient alternative to mitigate climate change by reducing the GHG emissions of dryland crop
production.
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Abstract:  The Western Flower Thrip (Frankliniella occidentalis) (WFT) is a major insect pest for Victorian
strawberry growers and is typically controlled using biological control agents (e.g., predatory Orius tantillus
and Neoseiulus cucumeris). The simulation of WFT populations may help farmers to quantify the spatial and
temporal dynamics of WFTs and can be used as a prediction tool in decision support. Simulating WFT
population dynamics requires modelling temperature effects, host plant stage, predators and other field
conditions impacting the WFT population. Model parameters can be derived from experiments documented in
the literature, however, reported values may not be specific to strawberries as parameters depend on the host
plant and experimental setups. Consequently, fine-tuning parameters requires data specifically collected from
strawberry farms. Since the appropriate spatial scale to model thrip populations is unknown, to develop a WFT
population dynamic model for semi-protected strawberry crops, we collected preliminary data from a farm at
multiple spatial scales to explore WFT population spatiotemporal dynamics.

Our field site was a strawberry farm in Victoria, Australia. We studied two multi-polytunnel planting blocks (I
and 1) approximately 1km apart separated by light vegetation and weeds. Flower samples were collected from
polytunnels fortnightly for 21 weeks to record the number of WFTSs per flower. Initial results appear to show
similar numbers of WFTs at the middle of a polytunnel and its edges (Figure 1a). Comparison between blocks
I and Il reveals that WFT counts per flower may vary between blocks (Figure 1b). Hence, further statistical
analysis, and perhaps data, will be required to understand the optimal spatial scale of a population dynamic
model to reflect differences between finer spatial scales (e.g., block-level). We then compared our data with
WEFT counts reported as a range (Low 0-5, Medium 5-10, High >10) by an industry monitoring expert who
visually inspected random flowers but also targeted sampling at potential hotspots. Our results show the current
industry monitoring process seems to overestimate WFT numbers near the end of the flowering season (Figure
1b). This may be due to the industrial process’ bias towards sampling from hotspots. Hence, it will be important
to enhance understanding of biological explanations for increasingly patchy WFT populations in polytunnels
and to incorporate such factors into thrip population models with the help of data collected from multiple
sources.
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Figure 1. Variation of the number of WFTSs per strawberry flower over the period 15 Dec 2020 to 05 May
2021. (a) Polytunnel edge vs middle; (b) WFT counts from our fixed location sampling data vs industrial
hotspot-seeking pest monitoring
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understanding in agent-based models of honeybee
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Abstract:  This paper explores issues arising from the complexity of integrating data into spatial agent-based
models (ABMs) of honeybee flower visitation to generate short individual foraging movements “bottom-up”.
A simple method to simulate such movement diffuses a population across a region. Individuals are not
distinguished and dispersal occurs at empirically determined rates constrained by habitat envelope parameters.
Since honeybees are excellent learners whose visual capabilities, movements and decision-making are heavily
informed by individual experience and social communication (Avargués-Weber and Giurfa 2014), for much
pollination-related research these kinds of aggregate models are unsuitable and ABMs are preferred.

If individual-level bee movement is required, it can be approximated by Brownian motion within physiological
and environmental constraints. A more complex approach integrates amalgamated data from field observations,
animal tracking or optimal foraging theory to generate statistically plausible insect trajectories via a biased
random walk or Lévy flight (Waddington 1980, Reynolds and Rhodes 2009, Bukovac, Dorin et al. 2013). Key
parameters include speed, directional variability, and tendency to seek/flee landscape features like resources,
refuges, predators, mates or sunlight. In this case, model parameters must vary based on bee task allocation.

Arguably the most complex but realistic bee-ABM represents perceptual and cognitive processes based on data
from field and psychophysics experiments with honeybees to generate bee movement from scratch. But, despite
detailed knowledge on bee psychophysics, how decision-making, learning and memory interact in complex
multifactorial environments remains largely unknown and poses deep conceptual and philosophical difficulties.

Here, we unravel the complexity of interactions between the real world as understood and perceived by: us;
honeybees; and the real world as perceived by bees as it is partially understood by us and represented in
simulations whose results we interpret to understand bee perception and cognition. This is a convoluted,
multilevel set of reality-model-theory interactions since theories of bee perception are insufficiently
independent of the model to allow us to simply collect and feed empirical data in as parameters. Although the
models we describe simulate bees’ foraging decisions bottom-up with parameters derived from empirical data
on bee visual perception, flower memory, flower constancy, innate colour preferences and learning, the
simulation results force us to iteratively refine our understanding of the perceptual and cognitive process that
generate the very phenomena we simulate and parameterise. This causes constant re-evaluation of what
empirical data tells us about how bee perception impacts bee cognition and decision-making. Hence, this ABM
development process iteratively refines our understanding of “bee reality” and key plant-pollinator interactions.
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Abstract:  Movement is a key process in ecology, affecting the fate of individual organisms, populations,
communities and ecosystems. Modern tracking techniques provide new data for parameterizing, testing and
using individual-based movement models. However, for many species the number of successfully tracked
individuals and the observation times are still limited. This makes modelling still challenging, because
individual movement paths have been shown to often depend on animalpersonalities and on behaviouraland
environmental contingencies. As an example I will discuss an existing model of the Saimaa ringed seal (Pusa
hispida saimensis), which is endemic in a lake in Finland and threatened due to small population size and
fishing-induced mortality (Liukkonen et al. 2018). With data from five individuals, it was impossible to
develop a single calibration of the model. The movement model was therefore re-calibrated, using the
pattern-oriented approach (Grimm and Railsback 2012), for each of the five individuals. As a consequence,
for using the model for addressing management and conservation questions, parameters will have to be taken
from probability distributions. I will briefly discuss further examples and possible general solutions to the
challenges posed by contingencies and animalpersonalities.
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Abstract:  The red kite (Milvus milvus) is an iconic bird of prey in Europe. It is endemic to the western
Palearctic and occurs mainly in the temperate and the western Mediterranean zones of Europe. After it had
suffered overall population declines during 1990-2000 of almost 20% throughout its range (BirdLife
International 2004), the red kite has seen accelerating increases in recent years. During the 1980s and 90s, the
main part of the global red kite population was located in Germany, France and Spain, but countries like the
U.K., Sweden, Poland and Switzerland have since gained importance due to rapid increases. Still, large
inhomogeneities in the spatial distribution and population trends of the species exist. Thus, it is crucial to know
which key factors determine the red kite’s distribution on finer scales, especially within its core range, to
effectively inform its global conservation and management.

In order to understand the mechanisms underlying the red kite’s spatio-temporal dynamics in Switzerland,
where the population size has been steadily increasing during the past three decades, we configure an
individual-based mechanistic distribution model (IBM) using the modelling platform RangeShiftR (Malchow
etal. 2021; https://rangeshifter.github.io). In comparison to the much more commonly used correlative species
distribution models (SDMs), such mechanistic models offer important advantages: they don’t assume that the
observed distribution is in equilibrium with the environmental conditions and they can factor in the effects of
dispersal limitations and source-sink dynamics (Guisan & Thuiller 2005) by explicit consideration of dispersal.
Our IBM’s model parameters are calibrated from two sources of information merged in a Bayesian inference
approach: they are informed directly using prior knowledge of the species’ ecology as well as inversely using
abundance data from the Monitoring of Swiss Breeding Birds program (Schmid 2004). Our results suggest that
the survival rate of chicks in the first year plays an important role in the population dynamics of the red kite
and that there is potential for further increases in the Swiss population. In order to assess the transferability of
our model’s projections to other regions and into the future, we perform a spatial block cross-validation with
the configured IBM. In this approach the hold-out data of each validation fold represents a contiguous
geographic region and can thus serve as an imitation of environmental extrapolation.
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Does memory help optimise fruit fly foraging at the
landscape level?
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Abstract: Remembering a good quality diet or patch generally has positive implications for fitness for
animals, though there may be circumstances where memory could become detrimental. In the polyphagous
pest insect Bactrocera tryoni (Froggatt) recent research indicates that memory contributes to their foraging
strategy. When presented with a good quality host in which to lay eggs they will remember that host for a
longer time than a poor host. Though when presented a poor host, the preference the following day will be for
the poor host even if the good host is present, but this memory will decay quickly if they do not receive
continual exposure. We wanted to know how optimal foraging strategy with and without memory would
influence population and time spent in three host quality types: good, average, and poor in a local
heterogeneous landscape context. An individual-based population model was developed to examine how these
behaviours respond in four heterogeneous landscapes with host proportions of 30% and 60%, fragmented or
aggregated. There were also three fruiting scenarios: simultaneous, or sequential with good host type fruiting
first, or poor host type fruiting first. The mean daily population was similar between the different landscapes,
except when fruit was available simultaneously and fragmented with 60% proportion of the landscape hosts
where optimal foraging fly population was much higher than fly agents with memory. When fruits were
available simultaneously the fly agents that had memory spent more time in poor and average hosts than the
fly agents with optimal foraging behaviour. When hosts were fruiting sequentially there was little difference
between the time spent in each host type. This is an interesting first look into incorporating memory
mechanisms into an individual-based model using data from a polyphagous pest.
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Abstract:  The timely removal or debarking of infested trees is considered to be the most efficient counter
measure to protect forests from the spread of infestations by the European Spruce Bark Beetle (Ips
typographus L.). For this reason, this so called sanitation felling is applied to protect forests with economic
purposes from bark beetle infestations originating from areas without management intervention such as
national parks. To investigate the effectiveness of this measure against bark beetle dispersal, the existing
Individual-based model on Ips typographus 1PS (Kautz et al. 2014) was upgraded to facilitate GIS data
import and applicability in real forested landscapes.

The newly developed model IPS-SPREADS (Infestation Pattern Simulation Supporting PREdisposition
Assement DetailS) was validated by reproducing four infestation patterns from the Saxony Switzerland
national park, Germany, as recorded in the years 2015, 2016 and 2017, where a mass outbreak within the
protected area took place. For this, trees infested in the year before were used as beetle source trees and trees
infested during the investigated year as targets for the model validation. The reproduction of the exact same
location of infested trees proved to be challenging, resulting in nearly the same amount of falsely infested
trees. Nevertheless, as the correct amount and direction of infestation spread was easily reproducible, the
application of IPS-SPREADS for investigating the impact of management measures on the bark beetle
dispersal was feasible.

The proposed presentation will highlight the challenges and success stories accompanying the reproduction
of infestation patterns during a mass outbreak as was done to find meaningful parameter values during model
validation. It will focus on the methods applied and on the discussion of the results of this pattern
reproduction with findings from other empirical and simulation studies.

The model IPS-SPREADS and its validation were recently published in Frontiers in Forests and Global
Change (Pietzsch et al. 2021).
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Spatial modelling of cross-pollination in crop systems
through multi-point honeybee tracking
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Abstract: Global food demand is forecast to increase by 56% from 2010 to 2050 (United-Nations,
2019). To ensure food security and meet the demands of the 215 century, production needs to increase
yields and become more resilient and sustainable (FAO, 2018). Crop protection under greenhouses and
polytunnels helps boost food production in an increasingly unpredictable climate. Insects, such as bees, are
managed widely in these controlled environments to facilitate pollination. Hence, spatial models can
potentially be helpful to understand complex bee-plant pollination interactions to improve crop yield.

Since cross-pollination affects crop yield and can improve the quality of a fruit set, different crop varieties
are planted in adjacent rows to encourage it. However, managed pollinators such as honeybees have been
observed to follow rows in several cropping systems (Maclnnis and Forrest, 2020), minimising the potential
for cross-pollination, and potentially contributing towards a low-quality fruit set.

Spatial simulations of bee behaviour can be used to investigate the row-following behaviour of bees (Dorin
et al., 2018). Camera observations help to build such spatial models as they can record the spatiotemporal vari-
ations in bee behaviour. We therefore deployed a multi-point camera system to detect whether or not managed
honeybees (Apis mellifera) did in fact follow rows in an industrial strawberry farm in Victoria, Australia. The
multi-point system consisted of nine camera units placed along the edges and middle of strawberry polytun-
nels. We collected data for six days during the peak activity period of pollinators. Recorded videos were then
processed automatically (Ratnayake et al., 2021) to extract movement data of 1805 honeybees to analyse their
row-following behaviour.

Our analysis showed that 85% of the recorded tracks across all locations within the polytunnels were not
row-following. The general directionality of honeybees varied with location and time of day. Our system will
provide models with individual-level bee movement data enabling behavioural parameters in the model to be
modified in near-real-time (An et al., 2021), helping growers to determine which planting arrangements would
improve cross-pollination and crop yield. Furthermore, our system is useful in further investigating different
types of honeybee behaviour to uncover new findings for ethology.
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Abstract:  This paper looks at forestry production systems, how they respond to different climates and
landscapes, and how exotic pest species can become established and spread through these environments. What
would happen if an exotic pest breached border biosecurity and became established in our forests? What would
be the impact on the trees, how quickly would it spread, could we eradicate it altogether and how much would
it all cost? These are some of the questions we want to answer as part of the NIFPI project "Innovative Forest
Health and Biosecurity for the Green Triangle".

The approach we have applied to this task is novel and unique in that it attempts to define the connected
relationships between each point of the disease triangle; that is, the environment, the host tree, and the pest
over time. On one side, we have a forest model that captures the tree growth response and allows us to account
for water-stress and nutrient deficiency. On the other side, we have an agent-based pest model that captures
the human and environmental factors that influence the pest development and dispersal. As the pest spreads,
we then consider the impact of the pest on tree growth and health over time.

So, who are the villains in this piece? Consider the longhorn beetle, Monochamus alternatus, host to a deadly
nematode that releases a toxin that stops the sap flow in a tree. Within ten years of the first detection in Portugal,
over 30% of the pine plantations had died. The EU now maintains a 25km aerial surveillance buffer around
the entire country. Other pest-species considered include the Asian gypsy moth, pine beetle, and myrtle rust,
which have similarly frightening back-stories.

With an economic overlay, our modelling lets us assess the costs of an exotic pest outbreak to an Australian
industry worth more than 9 billion dollars. This includes cost associated with lost wood production, quarantine
requirements, market restrictions and biosecurity surveillance. In doing so, we can also start to quantify the
benefits of early detection, ongoing surveillance, and monitoring programs. As this project draws to a close,
there is significant interest in taking this approach to a national level and expanding the model to include
endemic pests and the changing response of both host trees and pests to climate change.
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Abstract:  Cropping practices such as diversification, intensification and conservation agriculture-based
management, which provide productivity and economic benefits to farmers, have been tested across northern
India; however, farmers' adoption rate of these technologies remains low. A key reason for poor adoption
rates of improved practices is the difficulty in enabling farmers, extension officers and policymakers to
understand the likely farm-level trade-offs and benefits of these practices. Simulation models which integrate
resources and activities (i.e. crop and livestock production, economics, and labour availability) across the
whole farm can be used to examine the trade-offs and benefits of alternative farming systems. This study
examined changes in farm-level productivity and profitability over a 20-year simulation window under a
range of cropping system interventions for four farm typologies found in smallholder farming systems across
the northern Indian cereal-growing belt. The farm typologies studies are: well-resourced, moderately-well
resourced, moderately-poorly resourced and poorly-resourced farming systems. The baseline management for
each farm typology was a rice-wheat cropping system under conventional crop management practice
combined with dairy production. Alternative cropping system scenarios were (1) intensification (inclusion of
a third crop, mungbean); (2) diversification (replacing wheat with maize); (3) intensification and
diversification combined (intercropping spinach with maize); and (4) introducing conservation agriculture
(CA) management practices in all cropping systems. The same livestock management was maintained in all
scenarios, with mating of cows staggered throughout the year to try to maintain continuous milk supply. The
effects of intensification and CA were examined for all four typologies; diversification and intensification-
and-diversification combined were examined for the two more marginal typologies only. For all scenarios,
farming system economic productivity, gender-disaggregated labour requirements, and the farm cash balance
were simulated monthly and then reported annually. Intensifying the cropping system increased farm
economic productivity by 16-19%, diversification increased productivity by 21-40%, intensification
combined with diversification increased farm economic productivity by 19-39%, and CA practices improved
economic productivity in all combinations of cropping system scenario and farm typology. CA practices
reduced overall farm labour requirements, with savings greater for men than for women. Diversification did
not affect labour demand, while intensification increased labour requirements, especially for men. Annual
farm cash balances increased when cropping systems were intensified by introducing a third consecutive
(mungbean) or concurrent (intercropped spinach) crop and in cropping systems under CA practices. This
study demonstrates the ability of biophysical whole-farm models to quantify the likely medium-term effects
of a range of cropping system management options in terms of farm economics and labour requirements.
This simulation modelling approach has the potential to enable farmers, extension officers, policymakers and
others to examine the benefits, risks and trade-offs of different management options within smallholder
farming systems.

Keywords: CLEM, conservation agriculture, intensification and diversification, farming systems, simulation
modelling
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Abstract:  This paper is part of a broader study that uses AusFarm, a complex biophysical model, to model
a mixed irrigation farming system in the Murray Irrigation Area and Districts (Murray Irrigation Limited (MIL)
post 1995). The study is unique is that the biophysical model has been coupled to an economic module that
includes an irrigation sequence model and pricing function. The study has enabled the examination of water
market tools that irrigators have available to them in the MIL (‘temporary water’ and ‘carry over’), and the
importance of these tool in managing future risk under changing climates.

This paper shows that a combination of water market tools will be an important component in managing risk
under changing climate, at least under a mid-range emissions scenario with modest reductions in irrigation
water availability. For example, the modelling in this paper shows that having both the ability to carry over
water to the following water year, and access to temporary water markets increases the likelihood of sowing
opportunities and yield gains for the summer irrigated crop for both historical and projected climate periods.
Access to these tools will become crucial as irrigators manage future water supply and demand risk under the
impact of climate change and changes to water policy.

Keywords: AusFarm, climate change in agriculture, agricultural systems modelling

B8. Bioeconomic modelling of agricultural systems


mailto:kim.broadfoot@dpi.nsw.gov.au

EXTENDED ABSTRACT ONLY
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A. Kaim *, C. Boos °, T. M. Schmitt **), R. Kiese P and T. Koellner®

&Professorship of Ecological Services, University of Bayreuth, Niirnberger Strafie 38, 95447 Bayreuth,
Germany

bKarlsruhe Institute of Technology, Institute for Meteorology and Climate Research,
Garmisch-Partenkirchen, Germany

Email: andrea.kaim @uni-bayreuth.de

Abstract: Grasslands cover more than a third of the European Union’s (EU) agriculturally used area.
Next to being a hotspot for biodiversity, they provide important ecosystem services (ES), e.g. fodder
production, carbon sequestration, erosion regulation or recreation. However, grassland ecosystems are
threatened due to land-use intensification, land abandonment, and conversion to cropland. Additionally,
climate change may have positive (e.g. longer vegetation period) as well as negative effects (e.g. droughts)
on grassland productivity. Thus, one of the main challenges is the identification of sustainable grassland
management strategies that guarantee the long-term provisioning of important ES under climate change.
We address this problem by developing a bioeconomic model that accounts for biophysical as well as
socioeconomic factors simulating the effect of climate change and organic N fertilization on ecosystem
services.

For this purpose, two sub-models — an agent-based socioeconomic model and a bio-geochemical model — were
coupled. The agent-based model calculates the amount of available organic fertilizer based on cattle numbers,
and the field-specific N requirement using remote sensing data on cutting events and soil da ta. Following re-
strictions, e.g. due to the German fertilization ordinance, water/nature protection zones and agri-environmental
schemes, organic fertilizer is distributed on the fields according to their individual N requirements. The model
also includes simple rules for trading organic fertilizer among neighbouring farms. The amount of applied
fertilizer and cutting regimes serve as input for the bio-geochemical model, which determines their effect on
selected biophysical variables (e.g. yield, C/N dynamics, N losses). In a multi-year run under different climate
scenarios, these outputs will again affect management decisions (e.g. reduction/increase of cutting events,
changes in cattle numbers). Further, modelling output will include estimations of achieved economic yields
based on contribution margins for grassland.

The static (i.e. one year) version of the model has been applied to a (pre-)alpine case study in Southern Bavaria,
Germany — an area with a large proportion of permanent grasslands that are mainly used for dairy production.
First results show that for the status quo, N requirement of modelled grasslands does not exceed the maximum
allowed amount of organic fertilization (i.e. 170 kgN/ha) and can be covered by available organic fertilizer
from cattle farming. However, in light of climate change, grassland productivity is expected to increase in
specific areas opening up the potential of careful intensification and allowing the re duction of management
intensity at other sites that will become less productive. As a next step, these effects will be analyzed with the
multi-year version of the model.

The model is validated by experts and results of farmer surveys at different stages. Next to analyzing the
effects of climate change and management on grassland ES, it can be used to test innovative policy measures
(e.g. changes in the fertilization ordinance). The interdisciplinartiy of the model together with the strong
focus on stakeholder integration can help identifying policy-relevant management options that are suitable for
real-world implementation. Further, it provides an example of how a socioeconomic agent-based model can be
coupled with biophysical models in order to consider the multiple facets of land management within a single
modelling framework.

Keywords: Agent-based modelling, bio-geochemical modelling, grassland management, decision making,

Sfertilization
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Abstract:  The uptake of digital agriculture requires that ‘cause-and-effect’ relationships can be encoded in
a mathematicalform. A relationship of fundamental importance to irrigated agriculture is that between water
application and yield. However, cause-and-effect relationships are often partial, and are challenging to extend
tonew environments and social-economic contexts. The viticulture industry in particularis currently unable to
realize the full promise of digital agriculture due to its sole reliance on empirical field data to derive water
production relations.

In this study, numericalexperiments are conducted using a process-based crop model (VineLOGIC; Walker et
al., 2020a,b)to establish grapevine water production relations that account forboth the influence of uncertain
exogenous factors (e.g., climate/weather, genetic coefficients, soil permeability) and operational decisions
(e.g., intra-seasonalirrigation timing). Case studies representing vineyards of different grape varieties in the
Sunraysia and Riverland regions of south-eastern Australia are considered. We explore the generalizability of
water production relations and their sensitivity to exogenous factors and operational decisions across these
growing seasonsand case studies.

Results indicate a largely linear relation between irrigation applied and yield across all experiments, despite
significant variance surrounding this relation due to both exogenous factors. However, the influence of
exogenous factors on water production relations in relative terms (i.e., changein yield with respect to change
in irrigation) is considerably reduced, indicating that relative production relations allow for more robust and
generalizable insights. For example, forevery one megalitre change in totalirrigation, a mean change in yield
of approximately three tonnes occurs, with 95% confidence intervals spanningup to approximately eight tonnes
per megalitre. Previously reported yield-to-irrigation change valuesin the literature liec within this interval. The
greatest return on waterapplied was generally found to occurpost-veraison. However, findings regarding intra-
seasonal irrigation timing effects on water productivity relations appearto be less generalizable, varying
between seasons and case studies.

This study demonstrates how process-based modelling can be used to achieve generalized cause-and-effect
relations between waterapplication decisions and production outcomes at a resolution thatis decision-relevant,
throughout the season, and in the face of uncertainty. With such advances, the potential of digital agriculture
technologies can start to be better realized in industries like viticulture, benefitting growers through easy-to-
use tools to achieve improved water management decision making.
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Abstract:  The Boeing Research & Technology Australia (BR&T-A) Interactive and Immersive Technology
Team have successfully developed a world leading virtual reality (VR) approach for spacecraft simulation. The
technology has been demonstrated to NASA and a public version was first showcased at the world’s largest
space conference, the International Astronautical Congress (IAC) in 2017.

Full motion simulators and even fixed based simulators are very expensive, consume large footprints and
require crew to travel to a particular site for training. Furthermore, in relation to space missions, crew may not
have access to simulated flights or emergency procedures for periods of 6 to 9 months and then need to perform
re-entry procedures (e.g. while on board the International Space Station (ISS) or a future Mars mission). VR
provides a cost effective and high fidelity solution to these challenges and has a wider range of beneficial
applications for our space, defence and commercial businesses. BR&T-A has been able to assemble a full VR
production team unlike anything elsewhere in Boeing. It includes: psychologists / human factors experts, 3D
design specialists (recruited from the gaming industry), VR experts and back-end simulation experts.

The CST-100 VR simulator with high resolution graphics was created by the BR&T-A Interactive and
Immersive Technology team in concert with Boeing Houston and CST-100 astronauts who provided ongoing
feedback on key training aspects of the early model. The public version of the model that will be demonstrated
in the MODSIM2021 presentation shows the functionality of the CST-100 docking procedure with the ISS.

The BR&T-A team has achieved a commercial grade resolution and expandable solution for the CST-100 VR
simulator that has also been used for numerous STEM outreach initiatives with the aim of stimulating the next
generation of young scientists and engineers interested in a career in the aerospace industry. The team is
supporting additional VR design and training initiatives for the NASA Artemis mission to return to the moon
by 2024 and the NextSTEP Moon to Mars mission over the longer term.
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Abstract:  Inthecontextof catchmentand waterresource management, digital twins are far from being able
to be copies of the physical world given the large amounts of expensive data required and substantial
uncertainty involved. Instead, it makes sense to emphasise the process of digital twinning,through which the
digital twin is accepted from the start as being uncertain and imperfect. Completion of twinning is seen as a
theoretical aspiration under which prioritising and reducing uncertainties over time is valued as a means of
gradually improving system understandingand performance within a data-driven organisation or community.

A digital twin remains a time-varyingrepresentation of a system that brings together observed information and
predictive model capabilities. It provides a structure within which to accumulate information and
understanding, identify uncertainties and gaps, and reason about the value of new information, in addition to
reasoning about potentialimprovements to system operation.

In contrast to typicalmodelling practice, the digital twin aspires to be a perfect representation of all aspects of
an interconnected system. The digital twin is intended to be an oracle that provides answers to any question
without limit — the futility of this aim emphasises that every measurement and model prediction is only an
estimate,and feedsinto deliberation about potentialinvestments to fill gaps or improve estimates. The role of
measurements is notjust to be integrated into modelling in a data assimilation framework, but ratherto provide
independent estimates within the context of an uncertain oracle. Photo monitoring and landholder experiences
are treated asequally valid sources of knowledge within the digital twin, which takeson therole ofa learning
environment in which multiple knowledges and sources of spatiotemporalinformation are integrated within a
multi-scale conceptualmodel of the system.

The digital twin becomes a boundary object to facilitate knowledge governance through debate about
knowledge ratherthan justusing knowledge, and for uncertainty prioritisation and investment planning rather
than providing the last word on any topic. This presentation draws on valued collaborations with
Murrumbidgee Irrigation, The Mulloon Institute, as well as with Gulf Savannah NaturalResource Management
in a project funded by the Queensland Water Modelling Network (QWMN).

Keywords: Digital twin, uncertainty prioritisation, knowledge governance, catchment management
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Abstract: A digital twin (DT) is a virtual model that acts as a mirror of its physical counterpart that may be
solely a replication of certain features of the physical twin, or it may also include the ability to simulate potential
future states. The fusion of data from the real world with the virtual model requires the use of sensors and
processing of sensor data for inclusion in the digital representation. Simulation capabilities of the DT must be
of sufficient detail to accurately forecast the effect of proposed system changes. Usability of the DT for
operational tasks depends on the quality of the aforementioned requirements plus the clarity in which the state
of the DT is presented to the user.

Here we describe development of a human digital twin (HDT) pipeline for predicting injury risk during
workplace activities. The system comprises a set of cameras (typically cheap webcams), a GPU enabled
computer, and an in-house developed software package called “Ergomechanic”. Figure 1 shows an example
visualisation of the HDT for a participant performing a manual handling task. The software combines
markerless motion capture (MMC) with biomechanical modelling to calculate the pose of each worker’s body
and the loading upon major body components. Extremes in movement speeds and loading can be predicted and
related to injury risk. Metrics defining injury risk can be improved and refined by wider spread use of the
technology and correlation with recorded injuries. Example uses of the system to measure workplace activities
and body loading are described. Future extensions of the system are discussed, such as viewing outputs in
Augmented Reality (AR).
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Figure 1. Example interface for the Human Digital Twin (HDT) using the Ergomechanic software
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Abstract: The need to injection fluid and/or gas underground is required for several industries and used for
purposes such as carbon sequestration, hydrocarbon recovery, mine preconditioning, seismic mitigation and
energy storage. Monitoring this subsurface injection is important to ensure effective results, for example, if
carbon dioxide pumped for sequestration migrates from predicted storage locations it would be an ineffective
outcome and remedial action may be required. In some instances, regulatory approval for operations may
require a specific environmental plan that can use monitoring as a control. Having an understanding of the state
of the subsurface is invaluable for correct decision making and operation.

Monitoring the injection in-situ is difficult to impossible, but, there are some remote sensing techniques such
as fibreoptics, tiltmeters and geophones (microseismic) that can be used. Tiltmeters are highly sensitive sensors
that can be placed far from the injection location that measures the tilt flux field associated with subsurface
injections down to less than 5 nano-radians. Using an array of tiltmeters and by providing the tilt response and
known geospatial data to an inverse model it is possible to resolve the injection volume and plane of injection,
and with more advanced algorithms ability to model the progressing fluid front (Lecampion et al 2005).

Subsurface injections can be hundreds or thousands of =~
metres deep meaning the only feedback operators may =

ScenarioiT1 Timestep #1 Iteration #1 smEL-wz

have natively are injection pressure and injection rate. To HOR08 01014 - 143500 Skt
provide meaningful actionable data the current state of o At ' zf, o
the subsurface needs to be visible to an operator or to be o0 == e
available as an input to an automated injection system. e
Using the tiltmeters data in a real-time feedback loop is o - s B
one method to provide this data and has been ‘

implemented in this case study. -

To create a digital system that provides information A [

about the current subsurface tiltmeters and models have
been coupled in a continuous workflow. The modelling
platform, Fractura (Kear et al. 2019), is used with a mesh
wireless sensor network (Sourosh and Mow 2019) andan  Figure 1. FracturaLive tiltmeter monitoring
automated data workflow. The wireless sensor network

relays signals from the sensors to a central node that runs signal processing steps in denoising and detrending.
Once a settable threshold of sensors have transmitted data a selected Fractura model processes it and the results
are fed back into a GUI and database for action. This can be run on a set interval or continuously with each run
pulling the most up-to-date data depending on the required operation.

2200 2300

The live monitoring has been deployed at several sites and is still in the early stages of use. So far this platform
is a useful advancement to provide better feedback for automation and operational decision making. This
specific use case of the digitally representing a part of the subsurface can be further improved by coupling with
additional sensors and expanding the state tracking between injections.
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Abstract:  The growing need for decision support, situational awareness and predictive analytics systems
in real world iterative scenarios has given rise to the research field of “Digital Twins”’; the combining of cyber-
physical systems, artificial intelligence, computational processing platforms and mixed-reality visualisation.
Digital Twins are living, digital replicas of a physical object, process or system and are comprised of three
elements; a physical system; a digital model of that system; and the interactions that flow between these two
systems.

In this paper we describe our approach to the ongoing task of building our Mixed Reality Lab (MRL) using
our Scientific Workflow System (SWS) called Workspace and describe its characteristics that make it suitable
for use in producing Digital Twins for both research and commercial applications. Digital Twins need to
address many of the same issues that SWSs address, for example platform independence, handling large data
sets, local and remote processing, algorithm integration, hardware integration, advanced visualisation,
reproducibility and scalability. In general, we believe that the elements that make our SWS applicable to the
creation of Digital Twins could also apply to other SWSs, subject to their capabilities in areas discussed in this
paper.

Two prototypical use cases supported in our MRL, Defect Detection in Manufacturing scenarios and Human
Movement (a.k.a. Digital Human) are outlined. Although these two use cases work at different scales, we see
how both can be modelled in the MRL using the infrastructure constructed on top of Workspace.

Capability strengths of our SWS that are of particular importance to our Digital Twin use cases are discussed.
These include: The use of both continuous execution (interactive) workflows with rich user interfaces as well
as distributed, cross-platform, remote execution processing workflows; Advanced interactive visualisation
capabilities ranging from 2D widgets and charts, OpenGL-based 3D rendering through to a real-time Virtual
and Augmented Reality pipelines using third party rendering engines; a modular, extensible plugin based
architecture that exposes capabilities from many permissive open source libraries combined with in-house
developed capabilities; and a streamlined deployment and productisation process to support different
distribution or commercialisation needs.

The MRL is very much a work in progress, optimisations to the current systems are ongoing and work to add
extra facilities and infrastructure to support more scenarios is progressing.

Keywords:  Scientific Workflow Systems, Digital Twins, Mixed Reality
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Ergomechanic: A markerless motion capture and
ergonomic assessment tool developed using the
Workspace workflow engine
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Abstract:  Motion capture of human activities is the process of generating a digital representation of the
human body performing physical movements. It produces kinematic data, which are typically time series of
body joint positions in either world or local body coordinate frames. Motion capture has applications to a range
of industry sectors including biomechanics research, rehabilitation, ergonomics, film and sports. Traditional
industry standard marker-based motion capture systems (e.g. Vicon Motion Capture System, Vicon, USA)
have good spatio-temporal accuracy for detecting reflective markers placed on the body using infra-red
cameras. However, this marker-based approach has a number of downsides including the high cost and space
requirements of the systems; high time and expertise required to attached markers to each subject; and technical
processes of post-processing marker positions to generate the kinematics data. These factors tend to limit both
the volume of subjects and trials that can be considered, and the overall uptake of the technology across
different sectors. Recently the fields of camera calibration, computer vision, and biomechanics have been
combined to produce markerless motion capture (MMC), which can measure human movement without the
need for placing any markers (or devices) on the body. When combined with biomechanical simulation, MMC
can be used to calculate the number of repetitions of body movements, the speeds and accelerations of
movement, and the resulting loading on the internal body structures.

Here we describe development of a prototype MMC software that was enabled by the use of computational
workflows, specifically the Workspace workflow engine (Cleary et al., 2020). The software prototype, called
Ergomechanic, is an MMC and ergonomic assessment tool (Figure 1). Code components from previous
projects were immediately available for re-use due to the modular design of operations in Workspace.
Interfacing with external libraries such as OpenCV was made robust and simple. Workspace’s design facilitated
an agile design process, during which the achievable ends were continuously evaluated and refined.
Specifically, Workspace gives the designer the ability to: drag and drop or rearrange unit operations, interrogate
any input or output of an operation in a suitable widget, use a well-featured OpenGL rendering engine, and a
software packaging wizard for
deployment. As a result, the current

prototype has been developed in a ° Ewg
Uve CameraMode  PlaybackMode  Show settngs  Showlg  Show D view  Playbadk Videos  Playback Images

@ Ergomechanic - o x
Proce

relatively small amount of time and
its underlying components can be
easily redeployed for other software | = °
products with minor additional X =
effort. Along with the software y
development, this paper highlights a
case study of how to use the
Ergomechanic platform to record
human walking trials, process this
data into detailed kinematic
information and to objectively
assess normal and pathological
walking gaits.
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Figure 1. Ergomechanic software interface showing a normal walking trial
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Abstract: Fully homomorphic encryption (FHE) schemes are regularly referred to as solutions for both privacy
and security aspects in cloud computing. They allow a user’s data to be encrypted in such a way that the cloud
provider can still blindly manipulate the encrypted data on the user’s behalf, i.e. by running some computations
(called “circuit”) on the encrypted data. Since its discovery a decade ago, FHE has become an active field of
research with many encryption schemes proposed. When compared to non-FHE cryptographic functions, most
of the FHE schemes require much larger memory space and longer execution time for their basic operations
such as encrypt, decrypt and recrypt. This makes designing and experimenting with FHE circuits that have
more than a few basic operations a very challenging task.

We present in this paper an implementation of Gentry’s lattice-based FHE scheme as a plugin in Workspace.

Workspace is a world-leading workflow software that allows to implement computational functions as operations
then to reuse and rearrange them in a workflow to achieve larger and more complex functions. The operations’
input and output data can be easily “wired” between the operations and Workspace automatically takes care of
referencing the data, thus avoiding unnecessarily copying it between functions. The operations themselves are
executed on a need-to-run basis, i.e. only when their outputs are required by some other executing operations
and their inputs have been changed since their last execution. This can lead to a significant improvement
in terms of both execution time and memory space required if the transitional data is large as in many FHE
schemes. We experiment with this implementation in Workspace by creating a few basic circuits such as the
obfuscated 1 f ...then...else ...statement and the MIN(a, b) and MAX(a, b) functions on encrypted data.

Keywords: Workspace, workflow, homomorphic encryption, FHE
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Abstract:  Workspace is a Scientific Workflow System (SWS) that has been under development at the
CSIRO since 2005. It is commonly used in a collaborative style with multiple people and or teams working
on the same set of workflows. The workflows are serialized in XML format, and typically
change periodically over time as the project develops. The main workflow development application is a gra
phical Workflow editor that helps the user to design and execute. Workspace also ships with Workflow
comparison tool aimed at helping developers keep track of differences between multiple versions of the
same workflow over time.

File comparison algorithms have a long history and are important components in fields as diverse as
molecular biology, information processing, data retrieval and network security. There is always a trade-off
between speed, breadth of application and development time. The Workspace workflow comparison tool is a
highly customized XML comparison that parses two workflows, extracts semantically relevant information,
compares the two sets of extracted information and produces an interactive graphical display that highlights
relevant differences.

It presents differences in two differentways: a graphical displaysimilarto theworkspace editor with the
extracted differences highlighted and a tree-based display that shows only the extracted differences.
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Figure 1. The Workspace Workflow Comparison Tool
In this paper, we discuss the types of workflow differences that are extracted, the difficulties of presenting this
information using generic text-differencing applications, and how the workflow comparison tool helps

overcome these. We also look a case study to study a set of workflows that were produced as part of a project
stretching over eight years with workflow revisions saved to software versioning system.

Keywords: Workspace, workflow, visualisation
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Abstract: AeroDAQ is an original, stand-alone, Workspace-based software application developed by the
CSIRO that provides a robust, open, flexible, and reliable data acquisition and visualisation system for
Condensation Particle Counters (CPCs). These instruments are fundamental to air quality work and ongoing
atmospheric composition measurements around the globe such as those aboard the highly publicised RV
Investigator and Cape Grim Baseline Air Pollution Station.

The original software that comes with the instrument has several key limitations. The software is unable to run
reliably for more than a few days and thereby requires regular manual restarting of the application. Additionally,
data is saved in a proprietary binary format unable to be read outside the software environment provided by the
vendor without export. Data visualisation in the software is also limited, restricting the ability to review data and
performance in real-time. AeroDAQ was born of a desire to have a lightweight, portable, and reliable
application that manages data acquisition from the instrument and data visualisation.

The Workspace scientific workflow and application development platform is well suited to the development of a
stand-alone software application — AeroDAQ in this case. Workspace provides a versatile and extensible plugin
architecture and has a close relationship to the Qt Toolkit. Workspace provided an easy interface for
implementing both a serial port plugin for communication with the CPC and an application to capture and store
received data. The vast suite of built-in operations allowed for quick creation of the complex workflows required
to capture, process, and display data from the CPC. Third-party charting libraries like NVD3, VisJs and PlotLy
are wrapped into Workspace and with the impressive range of built-in widgets, visualisation of data was made
gasy.

AeroDAQ represents the adoption of a new experimental standard in data acquisition and storage from CPC
devices. It increases the productivity of the research scientists and technicians by providing them with the ability
to visualise their data in real-time, allowing them to quickly identify and rectify instrument issues and
experimentally respond to the scientific observations where appropriate. This reduces the research team’s
downtime, opens the data for presentation to others, increases confidence in the quality of the collected data, and
enhances scientific output.

Keywords: Workspace, extensible architecture, visualisation
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Extending the capabilities of applications built using the
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Abstract:  Workspace (Cleary et. al (2020), Bolger et. al (2016), Cleary et. al (2013)) is a powerful, cross-
platform scientific workflow framework that enables collaboration and software reuse. Workspace allows for
the creation of custom operations that can be used in conjunction with a large set of powerful built-in operations
to create scientific workflows. These custom operations can also be used in existing applications that are built
with the Workspace architecture, enabling low-cost extension of the application capabilities without major
reworking.

This paper describes the challenges a developer will face while producing a code that needs to be integrated
into existing applications, and how the Workspace ecosystem can mitigate many of the obstacles in
accomplishing this. This is illustrated with a case study, in which the following challenges are discussed:

1. Reusing the existing code that has already been built into an application.

2. Retrofitting the new algorithm code into existing applications.

3. Converting between the different data types that the old and new algorithms may work with.
Our specific problem:

We have a set of approximately twenty data processing utilities that allow analysis of specific types of
simulation outputs, (see Cleary et. al (2020), Cohen et. al (2020) and Thomas et. al. (2019) for further details
on these simulations). We would like to add general classes of additional analytical capability that can be
deployed into these utilities (either into all of them, or on a user-need basis). Therefore, a flexible solution is
required where code can be added or enabled across a broad range of similar utilities that have been developed
by a range of different developers over several years.

In this specific case, we have developed a new Workspace operation that can perform smoothing of time-series
data, and we would like to deploy this capability into some of the existing utilities.

The solution involved:

1. Adapting various kinds of data produced by the existing utilities to standardized types of data using
the features available within the Workspace ecosystem.

2. Connecting the standardized data to the newly developed time-series smoothing operation and using
it in lieu of the existing code.

3. Adding further plotting capabilities to assess the performance of the smoothing operation.

The existing applications and utilities that needed additional analytic capabilities were previously built on
Workspace, which offered benefits in terms of re-use, extension, customization and commercial licensing. It
is demonstrated that Workspace provides the flexibility and ease-of-use to allow the capabilities of a family of
software applications to be effectively extended to make use of the new capability, which in this particular case
are time-series smoothing algorithms. This is done without the need for any major rewriting or bespoke re-
working of each software family member providing a large benefit for moderate cost.

Keywords: Workspace, extensible architecture, plotting, scientific workflow software
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Sandwiches vs. genes. Sharing data to maximise its
value.
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Abstract:  When is it okay to give away data? Why do we feel comfortable sharing photos of sandwiches
on social media, but hesitate to share genetic material with laboratories such as 23andme?

We present a mathematical model of markets that trade in data, optimised under a variety of conditions. This
micro-economy includes a data-producing asset-owner, an independent data analyst and a market that values
both the owner’s raw data and analyst’s enriched data. The model proceeds as follows: suppose an agent
desiring increased asset utilisation, generates data from assets it owns but cannot process the data itself. This
data is shared with a for-profit analytics firm who both enriches the data for the owner and sells the enriched
data as a separate digital product. The agent uses the analyst’s services to increase asset utilisation but has lost
control of their data. The agent's choice lies on a continuum: keep all data private and commercialise lower
performing assets, through to cede all data and maximise the utility of their assets. We broaden the optimisation
matrix to include data that decays at different rates — photos of sandwiches vs. genetic information — and
repeated sharing across time intervals of different lengths.

We address the question: what private data should be shared to maximise value created from data?

We analyse the ecosystem (Fig. 1) and optimise for short-

term owner profits (Fig. 2). Both functions are run over ..., * @ ¢ Laborstory Profi
two time periods and driven by the proportion of data =

shared, o € [0,1]. The latter is also optimised against the " /
terms that describe the owner and analyst’s contract,

8 € [0,1].

The model is characterised using an existing, genetic
micro-economy. An initial assessment of the real-world
data sharing ecosystem is presented.

This paper connects the conditions surrounding data . ) ] . ]
. ; . Figure 1. Profit across data sharing ecosystem
sharing with the payoffs each actor in the ecosystem can for o € [0,1]
expect to receive and demonstrates sharing otherwise
private data enables the creation of value from data.
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Application includes conditions regarding when to trade
data and how to create value from privately held data.
The conclusions inform design of data contracts
and management of data access.

2yr Profit
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Abstract:  The United Nations Sustainable Development Goals adopted by Member States in 2015 set an
ambitious global initiative to improve human lives through economic growth while protecting the natural
environment for future generations. Two processes underpinning sustainable development are the
Environmental Impact Assessment (EIA) in the planning stage and the development of an Adaptive
Management Plan (AMP) for the project construction, operation and decommissioning stages of development.
In this study we introduce the concept of Environmental Information Modelling (EIM) as building a virtual
representation or “digital twin” of the environment. The EIM approach supports the application of information
technology to sustainable development goals as an adaptive management tool that recognises the need for
continuous improvement in response to new challenges in a changing world. EIMs combine tools for data
sourcing, analytics, management, communication, and visualisation in a single point of truth to enable
collaboration between stakeholders, regulators, and industry.

Rapid growth of information technology on a global scale is transforming environmental management by
enabling greater access to and communication of data, knowledge and information (World Bank 2016), leading
to informed decision making. The notion of EIMs is not new, the concept of a Digital EIA (Farber 2006),
building an Environmental Virtual Observatory (Emmett et al. 2014) and the development of the FAIR Guiding
Principles (Wilkinson et al. 2016) all seek to move environmental management into the digital age by
promoting a collaborative digital infrastructure for use in environmental management for sustainable
development. The basic principles underling EIMs are smart data sourcing, clever data management, intelligent
storage, and meaningful and accurate communication all leading to reduced efforts on the behalf of engineers,
scientists. and decision makers to make informed decisions when and where they are needed.

One of the main advantages of building an EIM in support the development of a Digital EIA is that the data,
information, knowledge, analytics, workflows, visualisation, data sharing platform, and digital infrastructure
developed in the planning stage can be readily
transferred for use as an AMP tool to support
sustainable operations post construction (Figure
1). Another advantage of developing EIMs over
Adaptive traditional AMPs is the ability to connect
anagement ecosystem models and monitoring data with
changes in policy, communication and feedback
from key stakeholders, and community science
data. In this way the evaluation and learning steps
are enhanced and management plans can adapt in
response to directives from all four principles of
sustainable development, economic,
environmental, societal, and cultural.
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Figure 1. Environmental Information Models from
planning and design stage to use in adaptive management.
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Abstract:  Geographic analysis can be utilized to assist in addressing various geographic problems using
different means, including data analysis, model construction, geographic simulation, and decision making
(Revolution, 1999; Lii, 2011). Due to the advantage in idea sharing, data reuse, and joint analysis, collaborative
geographic analysis is required and can lead to better outcomes (Voinov et al., 2016; Uson et al., 2016; Chen
et al., 2020).

Since the process of collaborative geographic analysis is usually complicated and involves many iterative
attempts, which creates some obstacles to problem-solving. To improve collaborative geographic analysis, the
process should be clarified and customized. Therefore, many studies have attempted to provide indicative
processes to support geographic analysis (Scolobig et al., 2016; Cradock-Henry et al., 2020); however,
difficulties remain in adaptive process customization and further process-based process implementation.

In this article, we propose a customizable process-based strategy for collaborative geographic analysis. This
method includes the customization of the collaborative geographic analysis process and a support strategy for
process-based geographic analysis implementation. The process customization is based on a hierarchical
description model and a protocol-based activity linking method, which can help participants to collaboratively
customize and optimize the hierarchical geographic analysis process. The support strategy can provide a
collaborative environment that can help participants access geographic analysis resources and tools during the
collaboration process. Thus, the entire process of collaborative geographic analysis can be implemented to
address geographic problems.

To verify the feasibility and capability, the method was implemented in a prototype system developed for
collaborative geographic analysis, and a case study on traffic noise assessment was considered. The results
suggest that the proposed method can improve geographic analysis by customizing and optimizing processes,
guiding participants, performing collaborative geographic analysis, and recording operations throughout the
process.
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Abstract: There are several phenomena where the description by mathematical models is in terms of diffe-
rential equations. Among these phenomena, we can find (1) the diffusion of pollution particles, (2) the growth
of metal nanoparticles, and (3) the displacement of foam within porous media. In this paper we present some
solutions for models that depict the two first processes of interest mentioned above, which were programmed
using libraries for Python™, and explore the possibility of applying the programming framework to the third
application.

The diffusion of air pollutants, specially particulate matter, can be modelled with an advection-diffusion equa-
tion. This equation makes it possible to consider the phenomena that describe the change in concentration of
particulate matter (PM;o and PM; s) with time and also the effects of wind and rain. The chosen method to
tackle the solution for the advection-diffusion equation is the finite-volume method, and its respective algo-
rithm makes use of a triangular grid.

On the other hand, the growth of copper nanoparticles on silicon surfaces can be approached from different
perspectives. Until now we have explored curve fitting to obtain equations that approximate experimental data.
In addition, the Hamilton-Jacobi equation has been also used to describe this process. Both, curve fitting and
the solution of Hamilton-Jacobi equation have been implemented in Python.

Finally, the flow of a foam front inside a porous medium can be described using a simplified model for bubble
films known as the pressure-driven growth m odel. In this application, different formulations can be used as
well. In particular, an Eulerian model can make use of the so-called Eikonal equation to address its solution
using triangular meshes.

Implementations of the algorithms to solve the models for the applications of interest use libraries for Python,
mainly NumPy, OpenMesh®, Matplotlib, pandas, and scikit-image.

Keywords: Open software, differential equations, contaminants diffusion, copper nanoparticles, foams
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Abstract: Ground-level ozone (O3) has strong oxidation, which produced of precursors such as nitrogen
oxides (NOx) and volatile organic compounds (VOCs) under the photochemistry (Guo et al., 2019; Wang et
al., 2019), and also has significant negative effects on ecosystems, human health, and climate change (Cooper
et al., 2014; Zhao et al., 2018; Agathokleous et al., 2020; Zhao et al., 2020).

Some studies had shown that the North China Plain (NCP) was one of the serious ozone pollution regions in
China (Feng et al., 2020; Hu et al., 2020). The NCP is one of the important grain producing areas in China.
The winter wheat and maize yield account for about 60% and 24% of its total yield, respectively (Feng et al.,
2020; Hu et al., 2020).

In this article, the AOT40 (accumulation of hourly O3 concentrations exceed 0.04 ppm) and POD, (Phytotoxic
Ozone Dose over a threshold of 12 nmol m s!) indexes were calculated using hourly meteorological data and
ozone concentration provided by the Weather Research and Forecasting model coupled with Chemistry (WRF-
Chem) in this study. The yield and economic losses of winter wheat caused by the ground-level ozone pollution
were assessed by AOT40 and POD;, indexes from 2015 to 2018 in the NCP. The O3, AOT40, and POD; in
the NCP was growing during 2015-2018, respectively, with the mean values of 0.044 ppm, 5.32 ppm h and
1.78 mmol m?, respectively. The AOT40, POD;», and relative yield losses of winter wheat (WRYL) had the
significant spatial and temporal variations in NCP during the study period. The WRYL in the NCP assessed
by AOT40 and POD;, was 10.9% and 14.6%, respectively, and associated with 1022.72 x 10* and 1465.08 x
10* metric tons, respectively.

The study found that the sensitivity of winter wheat to POD;, was higher than the AOT40 index, which
indicated that the local climate changes affect the response of winter wheat to ground-level ozone
concentrations. The development of ozone pollution response function to crops for different regions was
needed to improve the assessment results in the future.
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Abstract:  Modelling is an effective method to simulate geographic phenomena and processes and solve
geographic problems. To date, many experts and scholars have constructed massive geographic analysis
models to meet the requirement for simulation of different geographical scenarios. For complex geographic
problem solving, collaborative modelling and integration is becoming more popular. As a key factor for
collection, how to share models become a new trend in geographic research. Due to the heterogeneous of
models, diverse models have different methods of description, different structures and different using
processes, it’s hard to recognize, share and reuse models in a common way. In order to reduce the difficulty of
sharing models, related research achieve model sharing and reusing in different levels and kinds of requirement,
such as model knowledge acquiring, model building and model using. For example, Maxwell and Costanza
designed a modular modeling language (MML) (Maxwell and Costanza, 1997) to describe the cognitive
problems of models. The CSDMS platform uses standardized names to describe the input and output of the
model (Overeem et al., 2013). For the sharing of models, Gehlot et al. (2006) proposed the sharing of
geographical processing chain based on network. HydroShare platform is based on Open Archive Initiative's
Object Reuse and Exchange (ORI-ORE) standards to share model resources (Lagoze et al., 2007; Horsburgh
et al., 2016). However, a single function is difficult to meet the needs of the composite role, and complex
application scenarios still restrict the sharing of models. This paper summarizes the process of models’
building and using, and divides it into four parts: model item, conceptual model, logical model and computable
model, which can give a structural description of basic information, mechanisms, structures and running
processes of models, and satisfy different users’ requirement for model recognizing, model building and model
invoking. Finally, we present a web system to show different levels of model achievement would benefit
models’ sharing and reusing, in which people can recognize and invoke models as web services.
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An action-based conceptual framework for the
reproduction of geographic simulation processes
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Abstract:  Reproducibility is important to prove the credibility and reliability of scientific researches and
thus for geographic research as well (Goodman et al., 2016; Gil et al., 2016; Niist and Pebesma, 2021).
Currently, the reproduction of a geographic problem-solving mainly focuses on data availability, code
executability and documentation accessibility(Gil et al., 2016; Konkol et al., 2019). These efforts provide peer
scholars an easier way to acquire related resources and improve the repeatability of results. However,
confronted with the comprehensiveness and complexity of a geographic problem, it is still difficult to ensure
reproducibility by just focusing on the sharing and operation of resources.

A geographic problem-solving is usually a collection of complicated geographic simulation processes
including problem definition, plan formulation, simulation execution and results analysis. It is obvious that the
reproduction of a geographic problem-solving needs to support these processes constructed by research
contributors. Moreover, peer scholars can be directed to understand the purpose of a problem-solving, verify
the feasibility of execution and reproduce the results based on these processes. Nevertheless, there are still
some challenges that peer scholars have a holistic recognition of a geographic problem-solving through
reproduction need to be overcome.

Therefore, this article proposes an action-based conceptual framework for the reproduction of geographic
simulation processes. A set of actions are designed to describe and represent geographic simulation processes
via supported online components. Meanwhile, these actions are summarized as problem description, resource
collection, simulation construction, result comparison and analysis. When research contributors reproduce
processes of geographic problem-solving under this framework, solutions to solve this problem can be easily
structured and interpreted, while peer scholars are also convenient to understand pre-and intermediate
procedures step by step. Based on these actions, this article applies an example implementation for a simulation
case, diurnal cycles of precipitation over China, to demonstrate how this framework can trace and reproduce
how the resolution plan made and how the work implemented steadily by researchers when solving a
geographic problem.
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Towards a provenance-enabled, reproducible, and
extensible machine learning platform by integrating
databases, web services, containers, and code
repositories in a loosely coupled manner
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Abstract:  To create a provenance-enabled, extensible machine learning (ML) platform is an exercise that
can involve different pieces of software: databases which supply the data to create the model and can also
potentially store the result of predictions, web services that allow for ingestion of data into databases and also
supply data out of the database to the consumer, code repositories that can be used to track the versioning of
models for the sake of provenance and last but not the least the machine learning models themselves. Here we
present an approach that we used to create a Soil Spectral inference platform by integrating these software
components along with the use of Docker to create a technology agnostic, loosely coupled ML platform. The
approach we show here demonstrates how metadata stored in a database can be used not only to drive a
workflow but also that a database driven approach allows for extension points where new logic can be plugged-
in to expand the capability of the platform.

In our approach, the database plays the central role in the application design. It faithfully reflects the entities
involved in problem space. Instead of starting off with a more agile approach of creating, or prototyping,
applications to reflect the ML workflow, we invested some time beforehand, understanding the domain to tease
out the domain objects, their relationships to one other and the likely workflows that the ML platform will
support. We also involved potential future external users

in key discussions to understand their workflows and Model registration .
make sure our database is flexible enough to ML Models i D’::atf,::e
accommodate their concepts. In all this, we used the

database schema diagram as a key artifact to consolidate

the understanding of the domain, to make explicit the
relationships between more prominent entities and to
communicate with different team members on the
project. Once the schema was in a stable enough state that Versioning
we started designing the applications that would run off system

it.

Web application

The ML platform applications use the metadata about
extensions point stored in the database to implement the
machine learning workflow. At the project onset it was
decided to use a tech stack that was portable and for those
components where we could not control the technologies being used, such as the ML models themselves, we
used Docker containers to abstract away the implementation details and expose the model to the platform as a
set of interfaces that would remain common for all the models hosted on the platform.

Figure 1. Architecture of the ML platform
running off a database.

For provenance, we decided to use Subversion, which is an open-source version control system and can handle
large files. The ML models and the input data that was used to build the models is versioned in subversion, and
that version information is used as ML model metadata in the database to track provenance.

The loosely coupled framework template that we used is modular in nature and the subsystems are connected
to each other through web service end points. It can handle future changes by combining, modifying or adding
more subsystems visible through the database, each exposing its capabilities through web services.

Keywords: Machine learning models, databases, web services, model provenance, docker containers
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An interaction of computer and human intelligence in
agent based modelling

Firouzeh Taghikhah 2, Alexey Voinov ®, Tatiana Filatova ¢ and J. Gareth Polhill ¢

@ Crawford school of public policy, Australian National University, Australia
b University of Twente, the Netherlands
¢ Delft University of Technology, The Netherlands
d Information and Computational Sciences, The James Hutton Institute, Aberdeen, Scotland, United Kingdom
Email: Firouzeh.th@gmail.com

Abstract:  When it comes to applying agent-based modeling (ABM) in practice, defining behavioral rules
to reflect the heterogeneity of the agents’ decision-making process is one of the main challenges. Even when
detailed data about a particular matter is available, the modeler requires proper knowledge of simulation
modeling techniques and the simulated systems themselves to derive the agent’s rules and find the feedback
loops. Moreover, when developing an ABM, they need to conduct extensive calibration tests, which are time-
consuming and sometimes complicated. We propose a combined machine learning (ML) and ABM (ML-
ABM approach) to facilitate the model development by integrating ML algorithms with behavior change
theories to address these technical challenges. We show the feasibility and application of this approach in a
case study focusing on organic food purchasing behavior. Integrating explainable artificial intelligence then,
we build the causal relationships, identify feedback loops, and derive predictive functions for the
explanatory factors of behavior. The comparison of ORVin-ML and its empirical counterpart (ORVin-E)
reveals that the machine-driven approach can capture the uncertainty of agents’ behavior due to bounded
rationality and mimic their actual choices with comparatively high accuracy. We conclude that our
suggested approach can speed up the modeling process without compromising the quality of outputs. In the
simulation modeling field, Al can open up a new stream in modeling practices and provide opportunities
and insights for future applications.

Keywords:  Behavioural rules, machine learning, explainable Al, agent based modeling
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Pump pressure tracking control of high-pressure
pumping irrigation systems
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Abstract:  Pressurised irrigation water networks supply water to irrigation and residential users through
pipes. The increase in water demand has led to increased pumping and correspondingly larger energy costs, as
well as increased greenhouse gas (GHG) emissions. The water sector in Victoria, Australia has committed to
reducing its emissions by 42% by 2025 and to net-zero emissions by 2050, under Victoria’s water plan, Water
for Victoria (Department of Environment Land Water and Planning, 2018). For Lower Murray Water (LMW),
this objective translates into a total reduction of 15,535 tonnes of GHG emissions by 2025.

Within the LMW’s four irrigation systems, the Robinvale High-Pressure System (RVHPS) has a very high
energy cost and associated GHG emissions (due to souring of fossil fuel-based energy sources), contributing
to approximately 60% of the water utilities’ total electricity cost. Currently, the pump station of the RVHPS is
operated using a proportional-integral (PI) controller with a pressure setpoint found from a flow-setpoint curve.
The flow is the aggregated current demand usage by irrigation users. Depending on the demand and the location
of the currently operated irrigation outlets at times this curve may give a setpoint that is unnecessarily high,
leading to unnecessary extra energy costs; while at other times the setpoint may be too low, leading to pressures
below the service requirement at some irrigation outlets.

In this study, we propose a new strategy to find pump pressure setpoints. The strategy takes advantage of the
flow measurement information from all the irrigation outlets to identify the most critical irrigation outlet in
terms of the downstream minimum required pressure. Then, a new pump pressure setpoint can be determined
based on this critical outlet. This leads to pumping energy cost savings, GHG emission reductions and an
improved level of service to irrigators.

We have simulated the RVHPS with the new strategy for determining pump pressure setpoints. The economic
and environmental benefits that can be achieved using the new control strategy for selecting setpoints are
demonstrated across two days during the peak season in 2019 (i.e., from 28th and 29th of December 2019). A
comparison between the new pump setpoints and the existing setpoints has been carried out. The current
setpoints are for most of the time higher than the setpoints produced by the proposed strategy. The average
reduction in setpoint values is approximately 4.50 m. This shows that the new strategy can lead to lower pump
energy consumption and lower associated GHG emissions while delivering the minimum service pressure head
downstream to all the active irrigation outlets. During the two days investigated in this study, 4.74% savings
in both energy consumption/cost and GHG emissions were achieved. In absolute terms, over the two days, this
corresponds to 7.08 MWh in pumping energy, $600 in pumping energy cost, and a reduction of 7.72 tonnes in
GHG emissions.

Keywords: Pump pressure setpoints, energy cost savings, greenhouse gas reduction, level of service, high-
pressure irrigation systems
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incorporating behind-the-meter solar energy
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Abstract:  Water distribution systems (WDSs) are an essential part of rural and urban infrastructure systems.
In order to meet the ever-increasing energy demands for distributing water, and to mitigate environmental
impacts and obtain economic benefits, water utilities are beginning to consider on-site renewable energy
generation and storage facilities. These are commonly referred to as behind-the-meter (BTM) energy systems.
There has been previously a lot of research effort on optimising the design of WDSs. Most of these studies
have either ignored BTM energy sources or incorporated BTM energy options in an ad-hoc fashion on a case-
by-case basis. Therefore, the aim of this study is to develop an integrated approach for optimising the design
of WDSs that consider BTM solar energy options.

In this study, a multi-objective optimisation (MOO) problem has been formulated for the optimal design of a
real-world WDS considering BTM solar energy. The objectives considered include the minimisation of the
total life cycle cost and total life cycle greenhouse (GHG) emissions over the system design life. Pipe diameters
and solar PV sizes are regarded as decision variables. A new pipe classification method considering ground
elevations and energy losses upstream of a certain pipe has been developed to reduce the number of decision
variables for complex WDSs with a large number of pipes. The minimum allowable pressure is set as the
inequality constraint in the optimisation. A multi-objective Genetic Algorithm (i.e. the NSGA-II) has been
selected for optimising both the economic and environmental objectives. Present Value Analysis (PVA) has
been used to calculate the total life cycle cost and total life cycle GHG emissions, with the selection of
appropriate discount rates.

The case study system is the Robinvale High Pressure System (RVHPS), which is located in the Robinvale
Irrigation District, Victoria, Australia and part of the Lower Murray Water utility’s supply area. Raw water is
pumped from the Murray River and delivered to customers for both irrigation and domestic & stock (D&S)
water use. Different flow limits are required for each irrigation outlet. All irrigators need to order water in
advance and take turns to irrigate, in order to satisfy the crop needs and maximise the use of the system capacity.

The results indicate that trade-offs
between the total life cycle costs and °
total life cycle GHG emissions exist over %
the design life of the WDS. As shown in
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Figure 1, the reduction of total life cycle
GHG emissions can increase the total
life cycle cost and vice versa.
Specifically, when the GHG emissions
are high, a relatively small increase in
cost is required to significantly decrease
GHG emissions. For example, moving
from solution A to B costs only $45 per
tonne of carbon dioxide equivalent
(CO2--¢) reduction. Also, increasing the
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significantly save ongoing operational
costs and associated GHG emissions.
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Figure 1. Optimal solutions obtained along the Pareto front
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A Waste and Recycling Input-Output Framework for
concurrent monetary and physical flows accounting
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Abstract:  Waste and recycling, and related circular economy initiatives, have come into prominence with
the cessation of internationally traded waste flows!. Australia’s limited recycling capacity and reliance on
landfill are major challenges leading to issues like stockpiling of recyclable material. These same challenges
are faced globally, as addressed in UN Sustainable Development Goal (SDG) 12.

To monitor national progress, it is important to measure waste and recycled resource flows and corresponding
monetary transactions. Data on waste collected and treated is available!, and the ABS experimental waste
accounts? record the macro-economic ‘supply’ of “Waste Collection, Treatable and Disposal Services” (IOPC
2901) and ‘use’ of waste as physical inputs to that same service. For a more complete account of material and
value flows in a circular economy, it is also important to know how much recycled material is stockpiled, or
returned to the economy after
reCyCIIng’ and In WhICh SeCtorS Thls industries indUStrieswasteﬁlreatment commoditiescommovjrsi:; recycled
is a data gap we resolve with a Waste

Input-Output Framework (WIOF).
The WIOF is constructed from a
monetary supply-use table (MSUT) o
with a linked physical supply-use
table (PSUT). The WIOF has an
accounting structure that particularly
identifies waste treatment sectors, |V
waste flows and recycled material
flows using ABS publications,
industry reports, the Australian ©
System of National Accounts, and the
National Waste Database?.
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To estimate national stockpiles, we
define a vector pk, the maximum
degree of substitution between virgin
commodities and waste type k. With
zero stockpiling, all recyclable flows ©
would be consumed either in the
domestic demand of industry or in
exports, (px = 100%). This is not the |{esur
case and so we expect pk < 100%. In
estimating this for k = 31 materials,
we interrogate the engineering
literature, apply dis-aggregation ©
(downscaling) and estimation
techniques to infer detailed or
unknown quantities. These
estimations do not disturb the 10 table balance or change the magnitude of industry output in the economy, but
they permit an accounting of physical recycled return flows to the economy concurrent with their monetary
counterparts.
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Abstract:  The increasing global population has led to concerns over the limited resources to grow food, the
waste in the food system and the environmental impact of food production. As a result, food production systems
are looking to become part of a circular economy, where nutrients are used efficiently and recycled in the food
system, and nutrient losses are minimised. If agriculture is to optimise circularity, benchmarking tools and
models are required.

We developed a methodology to assess nutrient circularity in pastoral farming systems, based on the flow of
nitrogen (N), phosphorus (P) and potassium (K) into and out of a farm, and the degree of circularity of these
flows. This was applied to 17 New Zealand sheep and beef farm typologies, representing 8 farm classes across
five regions of New Zealand that varied from intensive finishing farms with mixed cropping, to extensive high-
country farms. Farm typologies, based on industry data, were modelled over one year (2015). Nutrient budgets
were prepared using OVERSEER®Sci version 6.3.4 (Overseer; https://www.overseer.org.nz), with outputs
reported in kg/ha/year. Each model farm comprised management blocks based on topography and crop or
pasture type, with site specific soil types and climate. Monthly livestock numbers and fertiliser application use
were inputs into the model. The nutrient flows into animal product, soil pools, and losses from the root zone
or into the atmosphere were then modelled.

To determine the circularity of these nutrients, the Material Circularity Indicator
(MCI; https://www.ellenmacarthurfoundation.org/resources/apply/material-circularity-indicator) was
estimated by applying in turn N, P and K flows from Overseer for each farm to the equation:

MCI=1-(V+W)/2M

Here, W is waste (including dumped materials and nutrient losses to the atmosphere or below the root zone)
and M is the total mass of inputs, including virgin (V) and sustainable (S) inputs. Biologically fixed nitrogen,
nutrients from rainfall and purchased animals were classified as S, and mineral fertiliser as V.

Potassium fertiliser was not included in any of the systems modelled. As stocking rate increased across the
farming systems, nitrogen and phosphate fertiliser use also increased, as did N losses. An exception was the
farm which consisted of more than 50% cropping, where W was high relative to stocking rate. On that farm, N
fertiliser inputs were more than triple that of the farm with the next highest fertiliser input, but nutrient losses
were less than double. There was no relationship between stocking rate and P or K losses.

Nitrogen circularity ranged from 0.5 for the intensive mixed livestock finishing and cropping farm, to 0.8 for
both low intensity high country farms, which had minimal fertiliser use or nutrient losses. Phosphorus and
potassium circularity ranged from 0.4 to 0.6 and -1.4 to 0.4, respectively across farms. For these nutrients,
circularity was highest for the mixed livestock finishing and cropping farm, as a large proportion of the total P
and K inputs were from purchased animals (classed as sustainable inputs), as opposed to fertiliser, and the
proportion of total inputs ending up as waste was also low.

Applying the MCI to livestock farms was complex. The MCI is between 0 and 1 for manufacturing industries,
but we found potential for a negative MCI, when calculated nutrients lost from soil were greater than total
inputs in a given year. Also, the equation only accounts for total inputs and waste, assuming all non-waste
material ends up in product. In agricultural systems some of the inputs may be stored on farm via conserved
feed or a gain in animal liveweight or soil nutrients, which could end up as either product or waste in later
years. Once these inconsistencies are addressed, there is potential for this methodology to be applied to multiple
farming systems to assess circularity, including a range of desired nutrients.

Keywords:  Circular economy, material circularity indicator, nutrients, OVERSEER
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Abstract: The circular economy presents an opportunity to employ modelling expertise to identify how best
to keep materials in use at their highest value and to enable regeneration of the natural environment. However,
analysis for a consultancy project for the Hunter and Central Coast of New South Wales indicates that data
gaps at the regional level in Australia must be addressed first to whet the appetites of local governments for
more sophisticated assessment.

Circular economy strategies adopted by industry promise to help limit greenhouse gas emissions, with
production and use of materials credited with 45% of total emissions (Ellen MacArthur Foundation, 2020).
Analysis to inform initiatives to bolster the circular economy has focused at the national level and on major
cities in Europe and Asia (see the meta-analysis of Aguilar-Hernandez, et al., 2021). Analyses in Australia
have been emerging in recent years (e.g., KPMG Economics, 2021; PwC, 2021; Lifecycles, 2017).

Australia’s regions face unique challenges in relation to circular economy opportunities compared to the capital
cities. A relatively low population density can make distance a hurdle because transport can add a significant
percentage to the cost of low-value materials headed for recycling. Additionally, a local government area with
50,000 residents could struggle with mattress recycling, whereas a region with 500,000 residents could yield a
viable 200 used mattresses per day. Mattress springs offer a sufficient volume of metal that a steel manufacturer
in the Hunter region (500,000+ pop.) purchased a mattress recycler to assure access to this feedstock.

Modelling can help local governments and business enterprises in Australia’s regional areas to identify
priorities and set targets for ramping up their circular economy. The use of environmentally extended input-
output models, observation suggests, is limited by the financial resources that Australia’s 537 councils are
currently committing to the circular economy. In its place, scaling from national data on domestic material
consumption and greenhouse gas emissions was attempted in the project described here. The analysis described
was undertaken as part of phase 1 of the City Scan methodology, developed by a leading international
consultancy, Circle Economy in the Netherlands. This 6-month consultancy project was funded mainly by
local government entities collaborating to develop the region’s circular economy.

The project team encountered large gaps in data at the spatial resolution required that could not be remedied in
a convincing way through scaling from national or state level data. For example, estimates were required for
consumption of ten categories of materials by industry sector (essentially at the 2-digit ANZSIC level) for the
Hunter and Central Coast of New South Wales. Different methods of scaling, e.g., by employment versus by
gross value added, yielded results that, for a given material, could differ by more than a factor of 10.
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Abstract: Accurately forecasting the output of grid connected wind and solar systems is critical to increasing
the overall penetration of renewables on the electrical network. This includes not only forecasting the expected
level, but also putting error bounds on the forecast. The National Electricity Market (NEM) in Australia
operates on a five minute b asis. We used s tatistical forecasting tools to generate forecasts w ith prediction
intervals, trialing them on one wind and one solar farm. In classical time series forecasting, construction of
prediction intervals is rudimentary if the error variance is constant - termed homoscedastic. But if the variance
changes - either conditionally as with wind farms, or systematically because of diurnal effects as with solar
farms - the task is much more complicated. The tools were trained on segments of historical data and then
tested on data not used in the training. Results from the testing set showed good performance using metrics
including coverage and Winkler score. The methods used can be adapted to various time scales for short term
forecasting. The classical time series model has the present value of the output written as a function of past
values, including in the case of solar irradiance or power, some seasonal component, plus a noise term.

Y = f(St; Ri—1, ..., Re—p) + Z,

It is hoped that the Z; are independent and identically distributed (i.i.d) - white noise. It is also hoped that the
noise is normally distributed. But, for solar irradiance, wind speeds, and solar and wind farm output - none of
these desires is fulfilled. This means that we must cater for the change in distribution or variance over time.

For wind farm output, there is conditional change of variance. If the noise were normally distributed we could
simply apply an ARCH or GARCH model to forecast the variance. Since the noise is highly skewed, we apply
a normalising transformation and, as it turns out, using exponential smoothing forecasting for the variance
works better. For the solar farms, the distribution changes over the day. So we apply the following algorithm.

o If the standard assumptions held, the way to build error bounds around the forecast would be to just to
take the standard deviation of the white noise, multiply it by £z where the value of z corresponds to
the level of probability one wants - eg 1.96 for a 95% prediction interval. Then add those values to the
forecast.

e Since the distributions are not normal, one instead finds, for a 95% prediction interval, the 0.025 and
0.975 percentiles of the errors of the process and add them to the forecast.

e Another complication - the error distributions change over the day. So, we perform this process sepa-
rately for each hour of the day.

Sample Results For the wind farm, the coverage percentages exceeded the expected by 2-3% and widths as
measured with the Winkler score were much better than a persistence forecast. For the solar farm, the coverage
was almost exactly the expected and once again the widths were narrower than a smart persistence version.

Keywords: Solar farms, wind farms, probabilistic forecasting, prediction interval, homoscedastic
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Abstract:  Getting products to market where transport infrastructure is underdeveloped or unreliable is a
major barrier to agricultural development, particularly in less developed countries. Enhancing connectivity is
critical for countries and communities to efficiently access domestic and global markets, to enhance spatial

inclusion of remote and rural communities and build resilience in the transport and logistics systems (World
Bank,2019).

CSIRO developed the Transport Network Strategic Investment Tool (TraNSIT) to provide an evidence-based
approach foridentifying both infrastructure investment that improves transport efficiency and policy changes
thatreduce transport costs to Australian farmers.

Through a small research project funded by the Australian Centre for International Agricultural Research
(ACIAR), the TraNSIT model and other spatial analytics approaches were adapted with a proof-of-concept
model developed and applied to a range of different agricultural supply chains (maize, cassava, sugar and
coffee) and real-life scenarios in Son La Province, Vietnam. Outputs included quantification of transport
costs through the supply chain and identification of transport inefficiencies and at-risk of failure
infrastructure.

The scenario modelling provided insights into how transport system changes and impacts are distributed to
different supply chain actors, in terms of benefits and adverse or perverse outcomes. The disproportionate
proportion logistics and transport costs that fallon the production sector was also quantified.

This project demonstrated how spatialdata analytics and optimisation modelling can be applied to complex,
real-life transport investment and planning scenarios at different administrative, investment and operating
scales within Vietnam. These applications can directly support public and private sector institutions and
planners to better analyse problems, evaluate options and allocate resources in ways that reduce transportand
logistics costs, and improve connectivity for agricultural value chains, smallholder farmers and rural
communities.

REFERENCE
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Abstract: More cities are choosing to use Smart Parking software tools to solve their parking problems.
Due to the price inflation of land within the city centers, adding new parking lots cause more problems
then they offer solutions. This is why the solution of providing information to users has become essential. It
allows with much less financial means, to ensure that the various car parks already in place can be used to
their full potential Lin et al. [2017]. The smart parking approach presented in this paper is a complex
discrete-event system whose components can be described by finite state automata reacting to internal or
external events. The DEVS Zeigler et al. [2018] (Discrete-EVent system Specification) formalism makes it
possible to model this system and to simulate it both in real time and in simulated time.

During our previous research Dominici et al. [2020], a system combining discrete-event simulation and arti-
ficial intelligence to determine the time at which a place will be released from its user has been developed.
To do this we have classified the different classes according to the estimated time before their release. In this
paper, based on our previous work, we want to create a system to direct a driver looking for a place according
to the release times of the different places available to him. We must also take into account the competition
between drivers wanting to park so that they do not interfere with each other and therefore do not increase the
time to find a space due to access conflicts.

To prove that such an approach is possible and interesting to achieve with a discrete-event system, we propose
to simulate the evolution of class-based sensors previously constructed in our previous research Dominici et al.
[2020]. Then we add a system allowing users to simulate finding a place while being in conflict with other
users, all this while applying different conflict management policies in order to determine which would be the
most suitable for a real situation.

Each ”Space” atomic models is associated with a class before to start the simulation. This parking slot will
change state at regular intervals depending on its class which is modeled using the DEVS time advance func-
tion. In our current application, a driver has the ability to search for one (or a set of) place(s) (inside an area)
in order to maximize the chances of finding one of them available. In order to simulate the users, we have to
create an environment in which a driver can move thanks to a model called "Travel”. We also need to place
the sensors on this virtual environment. Once this is done, each of the instantiated users will therefore move
according to one or another strategy to one place. However these can come into conflict by coveting the same
place. We have created an atomic model ”Access Conflict Management” which has (according to different
policies) to manage potential conflicts occurring during the simulation.

We have therefore done a significant amount of simulation of the evolution of parking spaces for a dynamic
and random environment. The simulations were performed with different policies. We noticed that the effec-
tiveness of the policy used depended on the needs. A minimum distance policy will then be more interesting
when used in the short term, while a policy taking into account the places chosen and avoiding redundancy
and inter-blocking is much more interesting in the long term.

Our results allowed us to see that an application of the simulation in the previous case presented advantages at
all points. However the applied policies being too simplistic it does not allow to solve all the problem related
to the parking in the cities. In the future, we will therefore have to rely on more advanced methods such as
reinforcement learning in order to obtain much more effective policy. We will also try to apply these methods
to real cases in the smart parking application which will soon be available in the city.

Keywords: Discrete-event, modeling, simulation, conflict management, Internet Of Things, smart parking
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Abstract:  The decarbonisation of transport and power supply sectors is key to achieving global and
national emissions cut targets in line with Paris Agreement’s limiting global warming goals. Electric vehicles
(EVs), coupled with large adoption of renewable energy (RE) resources and electrical energy storage in
the power system, offer such carbon mitigation solutions. However, due to the unknown spatio-temporal
variability of EV charging load and renewable resources, introducing large quantities of EVs and high
shares of variable wind and solar energy poses challenges to the load balance management. Due to their
ability to meet demand in a short term, battery and dispatchable RE resources including biomass,
concentrating solar power (CSP) and hydropower can assist in meeting such supply gaps. Against this
background, we develop CleanGrid, a 100% renewable power supply modelling platform for Australia, to
examine the potential role of flexible EV loads and diverse energy resources in decarbonisation of the
transport and electricity supply sectors.

First, we investigate the spatial and temporal configurations of least-cost 100% renewable power supply in
Australia, at various levels of biomass resource use and CSP penetration. We consider the following 6 energy
carriers: hydro, biomass, wind, CSP, utility and rooftop PV. To this end, we carry out a high-resolution GIS-
based hourly electricity supply-demand matching simulation. We find that, based on the current existing
biomass capacity (1.7 GW) installed in Australia, a 100% national RE supply is possible with around
146-148 GW system installed capacity at a levelized cost of electricity (LCoE) of 14-15 A¢/kWh (95%
level of confidence). Under a 5-15 times expansion of biomass, the system capacity would be reduced to
around 70-110 GW at an LCoE of 9-12 A¢/kWh. Depending on limitations to the generation from
biomass posed by competing land uses, CSP could play an important role in reducing the system capacity to
nearly 120 GW.

Second, we examine the spatio-temporal interactions of widespread EV charging with a future,
100% renewable electricity system in Australia. We obtain least-cost grid configurations that include
both RE generators (hydro, biomass, wind, CSP, utility and rooftop PV) and EVs, the latter under both
uncontrolled and controlled charging, and adoption rates between 0 and 100%. We characterise the vehicle-
to-grid interaction in terms of overall installed capacity, hourly generation and spillage, LCoE, as well as
transmission network expansion topology. We show that supplying 100% renewable electricity to cover
current electricity needs in Australia, as well as powering all Australian passenger vehicles as controlled-
charged EVs, requires 205 GW of installed capacity (8 GW from hydro, 2.1 from biomass,70 GW from wind,
41 GW from utility PV,81 GW from CSP, and 3.1 GW from rooftop PV) at an LCOE of 14.7 AUD¢/kWh.
This 100% RE supply with EV charging leads to a reduction in electricity cost of 1,086 AUD/capita annually,
comparing to the current annual expenditure for electricity and conventional vehicle fuel.

Third, we investigate the impact of battery energy storage on renewable energy supply in Australia. Electrical
energy storage (EES) has the potential to enable a transition to clean energy in the future as it brings
flexibility into the electricity network. Uncertainties exist around EES regarding technology, costs, business
models and market structures but agree on EES being beneficial in improving grid stability. Our study offers
an economic analysis of the role of EES in low-carbon electricity. A GIS-supported hourly simulation
study of Australia assesses the impact of adding EES to wind and solar utilities, on LCoE, installed capacity,
generation mix and energy spillage. The study finds that EES deployment is able to lower LCoE in scenarios
with high penetration of renewable sources. In the case study of Australia, it is found that EES between 90
and 180 GWh capacity can be economic for cost levels below 1,000 AU$/kWh. In addition, the study finds
that EES can reduce LCoE by 13-22%, reduce installed capacity by up to 22%, and reduce spilled energy by
up to 76%. It is shown that the generation mix is highly influenced by the magnitude of EES deployed.
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Abstract: Heat loss through a building foundation has a significant impact on residential building energy
consumption for space heating and cooling as the above-grade components of the building fabric are built
more energy efficient. Nowadays, for a well-built house the ground-coupled heat losses can account for 30%
to 50% of the total heat loss, showing the importance of a detailed analysis of ground-coupled heat transfer
(GCHT). GCHT is a complex three dimensional (3D) transient heat transfer phenomenon. Ground-coupled
heat loss can be significantly impacted by groundwater, soil thermal conductivity and ground surface
conditions.

For transient heat transfer through building grounds, a number of ground-coupled heat loss models have been
developed over the past five decades. However, few studies have been conducted to model the impacts of
groundwater on GCHT in detail, especially for the foundations with 3D transient conditions.

In this study, a commercial 3D transient heat transfer program was applied to simulate GCHT for thousands
of foundation configurations, which consider foundation shapes and sizes, insulation configurations,
groundwater table and soil types.

The results from this study showed that for a slab-on-ground floor with a size of 400 m? and average soil
properties and three levels of horizontal insulation to the slab, the annual mean heat loss through the floor
without insulation increased by 54%, 24%, 8% and 3% when there was a water table at depths of 3m, 5m,
9m, and 12m respectively, by 40%, 19%, 6% and 3% with R1 insulation to the slab, and by 21%, 11%, 4%
and 2% with R4 insulation to the slab. As expected, the impacts become less with the increase in the water
table depth and insulation R value.
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Abstract:  The Transport Network Strategic Investment Tool (TraNSIT) was used to analyse proposed shale
gas development in the Beetaloo Sub-basin, Northern Territory (NT). TraNSIT was developed by CSIRO over
the pastnine years with significant input from over 400 industry organisations, associations,and government
agencies. The tool hasmapped supply chains forover 140 commoditiesin Australia, accommodating 520,000
enterprises and nearly a million supply chain paths. Analytical tools like TraNSIT are an important tool to
inform communities, government and industry on the impacts of freight movements. The results from the tool
can help highlight options for future infrastructure investments.

The Beetaloo Sub-basin is located in a remote part of the Northern Territory (NT), serviced by a limited number
of majorroads and the Adelaide to Darwin rail network. The construction and operationalphases of onshore
gas development in the Sub-basin could significantly impact freight volumes along the regional transport
network. A goal of this project was to understand these potential changes on the established road and rail
networks, relative to current freight movements.

The project investigated potential onshore gas development due to construction and operational phases, split
into four transport movement stages: construction during years 1 and 2, average drilling and fracking
operations, and peak operations. These stages were then compared against the baseline of current freight
movements moving within, to, from orthrough the Beetaloo Sub-basin, and economic metrics produced. “What
if” scenarios and critical link analyses were also run, to furtherexamine potentialimpacts.

The baseline analysis determined there are 81 unique commodities which require 108,286 trailers to move 2.35
million tonnes of annual freight with a transport cost of $424 million. For the construction year 1 phase,
608,175 tonnes of additional freight relating to gas development were transported in or out of the Beetaloo
Sub-basin or to parts of the national gas pipeline network projected to require expansion, duplication or
construction. Pipes for this nationalnetwork comprised most of this freight. Within the Beetaloo region, these
additional freight movements resulted in a freight volume increase of roughly 20 percent along the Stuart
highway, more than 30 percent along the Carpentaria Highway and over 100 percent along some sections of
the Gorrie Dry River Road. Construction year 2 freight volumes are about 30 percent of the demands in
construction year 1, with a majority being freight of pipes forthe local gathering network.

Three ‘whatif” scenarios within the Beetaloo Sub-basin were modelled, based on stakeholder input, examining
network and supply chain changes. One of the scenarios investigated a network change, with a selection of
roads cut for four months during the wet season. This network change resulted in significantly longer trips,
with some trips being 2.5 times longer than theirrespective baseline trip. These longer trips incurred increased
freight costs, in some cases by more than 150 percent compared with their baseline trips.

Future work through TraNSIT on the Beetaloo Sub-basin could examine further supply chain changes or
analyse potential bottlenecks where infrastructure capacity is insufficient.

Keywords: Freight movements, transport systems, infrastructure modelling, Beetaloo Sub-basin, TraNSIT
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Abstract: Wave energy is a renewable and pollution-free energy source that has the potential for a substantial
contribution in the EU energy market. The EU industry is the global leader for developing ocean energy
technologies, mainly wave and tidal. Ocean energy technologies are relatively stable and predictable, and can
complement fixed and floating offshore wind. The EU Communication (EC, 2020) proposed an ocean energy
strategy where different technologies should suit different sea basins. The variety and complementarity of
European sea basins create a unique worldwide position, but different technologies development and
commercial levels have become too large across European basins. While the North Sea is currently the world’s
leading region for deployed capacity and expertise in waves, the good potential for wave energy in the
Mediterranean Sea is far to be properly used and wave technologies are still pilot and in demonstration phase.

Recently, extensive and accurate estimates of wave energy along the Mediterranean coasts have been provided
by many authors. Estimates of the available mean power (Pm) in kW/m and the related potential energy
production suggests that an energy hotspot is located in the Western coasts of Sardinia (Italy) (Vicinanza et al.,
2011) with Pm = 11.4 kW/m. The main aim of the proposed research is to demonstrate that a proper selection
and customization of a Wave Energy Converter (WEC) operating in an EU oceanic basin with greater energy
potential could produce profitable power output in the Western coasts of Sardinia. Specifically, the assessment
of the energy potential in the hotspot located offshore of the city of Alghero and the comparisons between the
simulated WEC energy productivities in Alghero and in the North Sea will be presented.

The content of the presentation will be of evident interest for Sardinian communities that want to invest in this
field and thus need to optimize the WEC for specific wave climate in order to reach the level of commercial
maturity.
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Abstract:  Models, which describe a system of interest, are proposed to be useful for decision-making. To
use a model for decision-making, typically different scenarios of the model are run. Each of these different
scenarios represents a different decision. Ideally, the predictions of these scenarios are sufficiently
distinguishable from each other so that the best decision is obvious. However, even if the forecasts are difficult
to distinguish from each other, they still may be sufficiently useful to inform decision-making (Adams et al.
2020).

Monitoring the system of interest can yield information that provides evidence for or against different model
structures or parameterisations. Ideally, monitoring data is of sufficient quality and appropriate format that it
can be used to reduce uncertainty in model parameters either directly (i.e. as a measurement of the model
parameters) or indirectly (e.g. comparable to a model output so usable for model-data calibration). However,
monitoring data is not guaranteed to improve models or the decisions made based on the forecasts they can
provide — it could be that the information provided by the data is ultimately redundant for these purposes
(McDonald-Madden et al. 2010). Monitoring can also be expensive and time-consuming, so a question of broad
interest is to identify the value of the information new monitoring data can provide — especially in the context
of whether this new data may change decision-making or not.

This talk provides an overview of “value-of-information analysis” (Canessa et al. 2015, Xiao et al. 2020) — and
demonstrates that it provides a mathematical toolkit for connecting models, monitoring and decision-making.
Specifically, this analysis identifies how valuable a potential new measurement may be for its ability to change
decision-making. This is especially vital in applications where monitoring data is scarce and difficult to obtain,
so decisions about collecting this new data must be made carefully. Tutorial examples of how value-of-
information analysis works, and the kinds of conclusions that can be obtained, are provided. These examples
will be primarily focused on ecological systems that can be represented as a network, but the same techniques
have potential application in any system where it is the combination of modelling and data that aims to support
decision making.
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Bayesian networks as a tool estimating the risk and
benefits of COVID-19 vaccines
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Abstract: Confusion surrounding the safety of the COVID-19 AstraZeneca (AZ) vaccine in relation to
fatalities from rare, atypical blood clots (thrombosis and thrombocytopenia syndrome [TTS]) has contributed
to increased vaccine hesitancy in Australia. For those attempting to make an informed decision regarding the
AZ vaccine, communication in the media summarising the current research can lack transparency, often fails
to compare relevant counter-factual scenarios in a meaningful way, and is not always based on the best
available evidence. The increasing number of scientific studies and data sources that present findings on only
a single piece of the overall puzzle also adds to this challenge.

A risk-benefit analysis framework is therefore urgently needed to reduce this uncertainty by combining and
effectively communicating the risks and benefits of the AZ vaccine. To be effective, it is crucial that this
framework is both transparent in its assumptions and data sources, as well as easily updatable to account for
both new evidence and changes in the pandemic landscape, such as new virus variants or vaccines, or changes
in the rates of community transmission. It must also be able to incorporate data from a wide range of data
sources, and in different formats.

Bayesian networks can provide the ideal framework for synthesizing the evidence from various sources
including local and international data, government reports, published literature and expert opinion, into a
probabilistic model that is both interactive and transparent. Here, we describe the methods used to design and
implement a Bayesian network model that collates the best available evidence to compare the risks versus
benefits of the AZ vaccine in the Australian context. Expert judgement was used to interpret the available
evidence to determine the structure of the model, the relevant variables, the data to be included and how these
data are used to inform the model. By using a network structure to link evidence from various data sources, the
model can be used to generate scenarios comparing the risk of dying from TTS following the AZ COVID-19
vaccine with the risk of dying from COVID-19 or COVID-19 associated blood clots. We also show how the
same modelling process can be used to create an equivalent risk-benefit network model for the Pfizer vaccine
and the risk of myocarditis and pericarditis.

Keywords: Bayesian networks, COVID-19 vaccine, vaccine hesitancy, risk-benefit analysis
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Keeping models as (un)certain as we are: ecological
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Abstract: Data-driven modeling is proposed as a means to produce forecasts that can inform decision-making.
This goal is already realized in the field of weather science. However, in ecology, it has been hampered by the
variability inherent in ecological processes and a fear of providing forecasts that are inaccurate or, in the worst-
case scenario, misleading and potentially detrimental to the environment. Models used for these forecasts are
often considered to be “sloppy”’; that is, some of the model parameters are more important to determine than
others, for precision in forecasting; nonetheless, we may not know how to identify these important parame-
ters. Given these difficulties, forecasting ecosystem responses to environmental and anthropogenic changes is
challenging but necessary to better inform environmental decisions.

In this talk, we demonstrate how Bayesian inference combined with ecological data and appropriately chosen
mechanistic models, can be used to obtain model predictions, including uncertainty, that are useful for inform-
ing environmental decisions (Adams et al., 2020a). Bayesian inference is used for model-data calibration, and
its implementation is carried out via Sequential Monte Carlo sampling (Adams et al., 2020b); an ensemble
method that extends upon concepts used in Markov Chain Monte Carlo sampling. A key by-product of this
approach is that it can identify whether the data are sufficient to inform the model; i.e. whether more data are
needed and/or a less complex model would be more suitable.
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Network Modelling
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Abstract:  According to the recent IPCC we are well on track to exceed the 1.5 C warming threshold in this
century unless we act fast to reduce emissions (IPCC, 2021). Projected warming and other changes in the
climate system will impact on communities and health systems through multiple interrelated causal pathways.
The burden of many climate-sensitive health risks are projected to increase under warming and the focus is on
solutions for risk reductions. Exposure to climate hazards will result in differential health outcomes and affect
communities and health systems in varying degrees depending on vulnerability factors and the health system
resilience. Protecting vulnerable communities requires first an understanding of the complexity of the multiple
influencing biophysical, socio-economic and socio-cultural factors that interact to determine risks to
communities, developing integrated assessments to determine exposure and vulnerability to develop adaptive
capacities, otherwise known as “wicked problems”.

In this presentation we explore the utility of Bayesian Network (BN) models in unpacking impacting factors
and intervention options for wicked climate change and health problems. BNs have several advantages over
biological/process-based or statistical models: i) BNs express probabilistic distributions and thus can handle
uncertainty; ii) they can incorporate a variety of data from different sources; iii) qualitative expert judgements
can be used to fill in missing data; iv) they are dynamic and allow for integration of new or updated data to
reflect changing conditions; v) the BN network allows for visualisation of important variables and drivers in
the system and their associated cause-effect relationships, vi) the process of building the model is participatory,
therefore stakeholders opinions and priorities can be integrated from the onset and vii) they are suited to
decision-making; involving policy-makers in modelling potential impacts of interventions may lead to better
outcomes and improvements in climate change and malaria risk management policies.

Using a case study of climate change and malaria transmission risk, we demonstrate how BNs can be used to
provide a robust understanding the complex interrelationships underlying wicked climate change and health
problems. We further demonstrate the applicability of BNs for modelling hierarchical relationships in
epidemiological studies and health impacts where there are many inter-related pathways of causality. Finally,
we demonstrate the suitability for BN’s to improve decision-making process in public health systems
particularly in situations where cause-effect relationships are critical in informing decision outcomes.
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Model selection and sloppiness in ecology
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Abstract:  In ecology, model selection is important for making sure that models used for conservation and
management decisions are not overly impaired by model structure uncertainty. However, the most widely used
model selection metrics in ecological modelling, such as the Akaike information criterion (AIC) or the
Bayesian information criterion (BIC), utilise simple measures for penalising complexity that heavily rely on
asymptotic results for large sample sizes (Gelman et al., 2014). While these standard complexity measures are
straightforward to implement, they do not account for the complex dependencies between model parameters
that are particularly common in ecological models.

Analyses of both model sloppiness and parameter identifiability can provide insights into a key challenge for
practical model selection, that is, the quantification of multi-parameter model complexity (Browning et al.,
2020; Transtrum et al., 2015). Both analyses, based on spectral properties of the Fisher Information Matrix,
seek to characterise the sensitivity of the model outputs to changes in parameter values and thus can reveal
critical combinations of parameters, weighted by their influence on model outputs. These weighted
combinations in parameter space provide scope for an intrinsic measure for multi-parameter model complexity,
which can be exploited for model selection, model reduction, and even future data collection efforts.

In this work, we demonstrate the connection between the principles of model sloppiness and the Laplace
approximation of the Bayesian posterior model probability that reduces to the BIC in the large sample limit
(Neath and Cavaneugh, 2012). This link has not been previously identified; however, this non-asymptotic form
has potential benefit in the all-too-common case where very few noisy observations are available to calibrate
complex models possessing many parameters requiring estimation.

To this end, we explore the utility of model sloppiness analysis in combination with information criteria for
robust model selection when models have realistic sample sizes for ecological time-varying datasets. Through
simulations, we investigate the performance of these methods for ecological models based on ordinary
differential equations, highly relevant in ecological conservation to guide ecosystem management and risk
assessment. We highlight several important scenarios where accounting for model sloppiness detects the true
model more frequently for small numbers of observations. As a result, this work provides practical guidelines
for using model selection metrics in the landscape of ecological models and demonstrates that accounting for
model sloppiness and parameter identifiability is essential for realistic applications in ecology.
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Novel multi-objective optimization modeling for
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Abstract:  Strategic beaches locations for industrial, recreational, and residential applications highlight the
need for constructing practical cost-efficient protective structures with negligible destructive effects on the
environment (Rageh and Koraim, 2010). Permeable breakwaters provide beneficial manufactures for harbours'
safekeeping by eliminating conventional breakwaters issues. However, despite the permeable breakwaters'
advantage over the conventional ones, they have been paid less attention in the literature since their complex
systems cause ambiguity to study their behaviours. To cope with these complexities, this study develops a
novel multi-objective optimization model based on a non-dominated sorting genetic algorithm- IT (NSGA-II)
considering an outstanding risk assessment for wave characteristics inherent uncertainties to optimize the wave
reflection and transmission coefficients as well as the rock volume included in the breakwater system.

The presented risk-based multi-objective optimization model is applied to a developed machine learning model
derived based on the results of experimental studies carried out on an innovative permeable breakwater
structure consisting of two vertical porous walls separated by rockfill material (Fig. 1). These experiments are
conducted in the laboratory of the Soil Conservation and Watershed Management Research Institute
(SCWMRI) of the Ministry of Agriculture, Iran. To apply the machine learning algorithms, the dimensionless
parameters of permeable breakwater configuration and wave spectrum are used for modelling the reflection
and transition coefficients as representatives of the breakwater hydrodynamic behaviour since modelling the
hydraulic behaviour of these structures is a non-linear problem (Gandomi et al., 2020). The presented risk-
based multi-objective optimization model results indicate that the proposed novel permeable breakwater can
be often used in ports effectively with a high level of reliability, considering the allowable waves ranges to
deal with the risks concerned to tthcident waves characteristics.
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Figure 1. Schematic diagram of the proposed preamble breakwater
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Abstract: The Department for Energy and Mining (DEM) is the lead agency for environmental regulation
of the mineral resources industry in South Australia. Mines and quarries can generate dust in the air, which
can lead to potential health and nuisance impacts. Air-quality monitors can be a useful tool for mine and
quarry operators to demonstrate that they are achieving environmental standards for air quality. Gravimetric
air-quality monitors, such as Beta Attenuation Mass Monitors (BAMs) and Tapered Element Oscillation Mi-
crobalance monitors (TEOMs), are certified for use as compliance monitors due to their high accuracy but
may be prohibitively expensive for smaller scale mine and quarry operators. Optical air-quality monitors such
as AQ MeshPod, ADR1500 Nephelometer and Purple Air monitors provide a more affordable option, but are
much less accurate and are generally not considered suitable for compliance monitoring against public health
measurement criteria.

To improve the utility of optical monitors as a regulatory and dust management tool, we have tested several
methods for post-processing air-quality data from optical monitors to make it match the gravimetric air-quality
data more closely. The methods we tested include the machine-learning techniques of k-Nearest Neighbours
(kNNs), Random Forests (RFs) and Neural Networks (NNs), as well as Multivariate Adaptive Regression
Splines (MARS) which builds on DEM’s initial linear regression modelling. The models were developed
using recent data sets provided by DEM for three locations where gravimetric monitors, optical monitors and
weather stations were co-located close to operational quarries.

It was identified through a review of academic literature and from preliminary linear regression modelling that
optical air-quality monitor data may be affected by environmental factors such as humidity and temperature.
These, and other, environmental factors were included as predictor variables into the models, and the machine-
learning algorithms were able to incorporate these predictors to improve the accuracy of the predicted values
of the concentration of particulate matter against the actual measurements.

We also investigated several performance metrics to assess how well the post-processing machine-learning
methods calibrate the optical monitor data, especially during periods of elevated dust concentrations.

Our results establish a proof-of-concept that we can post-process low-cost optical monitor data to gain a higher
level of accuracy, and to improve the optical monitors as a regulatory and dust management tool, thus opening
the door to an affordable but effective monitoring option for the mineral resources industry and potentially
other industries.

This work was done as a UniSA Mathematics Clinic student project with Liaisons Terry Menadue and Alistair
Walsh from DEM and academic staff Belinda Chiera and Lesley Ward from UniSA.

Keywords: Gravimetric air-quality monitors, optical air-quality monitors, calibration models, machine
learning methods, K-Nearest Neighbours
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Wood damage detection and classification via contact
ultrasonic testing and machine learning algorithms
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Abstract: Studying defects in wood is of great interest to many fields of real-life applications such as the
construction industry, wooden-pole inspection, historical building assessment, mechanised harvesting industry.
For instance, it is crucial to characterise the mechanical properties of wooden boards in the construction
industry. Similarly, wooden poles inspection is of great importance as it can ensure the integrity of poles in
withstanding different loading scenarios such as wind load, as deteriorated poles can undergo a sudden collapse
causing fire ignition or power outage in a network. Historical buildings are precious human asset that are
required to be monitored regularly. A great number of such buildings are made of wooden materials and thus
need to be monitored for defects to uphold their healthy condition. Mechanised harvesting is also an industry
section that benefits a lot from quality assessment of standing trees. The reason lies within the fact that defective
trees are not suitable for industry purposes and will only end up being used as sawlogs. Therefore, identification
of such trees can prevent their cutting-down which is also an environmentally friendly act. As such, it is vital
to identify defects of any type in wood to prevent the occurrence of catastrophic incidents.

This study makes the use of the contact Ultrasonic Testing (UT) technique (as a sensing technology) in
conjunction with signal processing and machine learning algorithms for classification and characterisation of
defects in wood materials. Feature engineering is an important part of any machine learning algorithm. As
such, in this study, an advanced signal decomposition algorithm, termed Variational Mode Decomposition
(VMD) (Dragomiretskiy & Zosso (2014)), was used to extract some informative features out of the recorded
raw ultrasonic signals. The derived features were then fed into several machine learning algorithms to solve
the problem of the classification of woods based on several aspects of the wood and the testing regime,
including the type of wood, the direction of the ultrasonic test with respect to the growth rings of the wood,
and the health condition of the wood specimens (Mousavi & Gandomi (2021)). The results demonstrate the
high performance of the proposed strategy for classification of wood based on such characteristics. Several lab
and field trials were conducted to demonstrate the capability of the proposed strategy. The results of this study
pave the way for damage detection and classification in wood materials regarding the aforementioned
applications. The developed strategy is also resilient to any challenge that contact ultrasonic sensing regime
may face. These include uncertainties stemming from the amount of the couplant gel applied to the surfaces of
the studied wooden specimen at the receiver and transducer sides, the amount of the pressure applied to the
transducer and receiver, and any misalignment of the transducer and receiver. The results show the high
classification performance of the proposed strategy where almost a 100% -fold cross-validation accuracy was
achieved as for the lab trials, and above 93% accuracy was achieved regarding the field trials.
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Abstract:  Structural condition monitoring under Environmental and Operational Variations (EQV) is a
challenging task due to the effects of EOV on structural responses that can mask any signs of damage in those
signals. There are generally two types of techniques based on data used for condition monitoring of structures:
(1) output-only methods, and input-output methods. The former is only reliant on information from structural
responses either in the time domain or frequency domain. However, the latter methods require information
from the EOV effects, such as temperature variations. Both techniques have been widely studied by
researchers. The most critical part of such algorithms is to develop a strategy that can reduce or ideally omit
the unwanted effects of the EOV on the structural responses, whereby the structural condition monitoring task
could be turned into a much simpler practice. Such techniques thus include several steps: (1) a step designed
to reduce or remove the effect of the EOV on the structural responses, (2) a step designed to fuse the obtained
EOV-effect-free signals for constructing an error signal, (3) A threshold setting step that can be used to monitor
the time of damage initiation for realtime condition monitoring. The above three steps are sometimes
accompanied by a machine learning algorithm trained on the healthy state of the structure to enhance the effect
of data fusion through seeking prediction errors as damage sensitive feature (DSF). Two different output-only
condition monitoring methods are presented. The proposed methods require a couple of lowest structural
natural frequencies, identified from the structural vibration response, over a long period of time. An advanced
signal processing algorithm, termed Variational Mode Decomposition (VMD) (Dragomiretskiy & Zosso 2014)
was exploited to address the first step through decomposing the structural natural frequency signals into their
oscillatory modes, termed Intrinsic Mode Functions (IMFs). Knowing that damage introduces a long-lasting
change to the structural responses, the mode corresponding to the temporal variations of the natural frequencies
are excluded from further study. Therefore, while any unwanted hard-to-predict EOV effects are excluded, the
information about the damage state is retained. The VMD algorithm was also used for denoising the frequency
signals to reduce the effect of noise on condition monitoring results. Then, Johansen cointegration was
employed to obtain a stationary signal out of a set of non-stationary IMFs of the structural responses (Mousavi
& Gandomi 2021a). The obtained stationary signal (target) along with the non-stationary IMFs (features)
corresponding to the healthy state of the structure were used to train a Long-Short-Term Memory (LSTM)
model, in order to learn the rule behind Johansen cointegration. The prediction error of the trained model was
considered as a damage sensitive feature. Likewise, the VMD algorithm was used for the same purpose in the
second study. Then, The FastMCD algorithm was employed to obtain robust location and scatter of the dataset
corresponding to the healthy state of the structure (Mousavi & Gandomi 2021b). Next, a Bidirectional LSTM
(BILSTM) architecture was trained on the obtained Mahalanobis distances (target) of the first IMFs of the
structural natural frequencies (features), corresponding to the healthy state of the structure, from their identified
location. The error associated with further prediction on new observations was taken as a DSF. A threshold
was obtained for the errors based on the concept of R-charts in this work. A numerical example, as well as
benchmark problems, were solved to demonstrate the capability of the proposed methods.
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Abstract: A soil inference system is a software engine for the systematic prediction of soil properties from
other soil properties readily available. It consists of a collection of pedotransfer functions (PTFs) which are
the knowledge rules that drive the inference process. Given a user input (records with values of one or more
soil properties; or measurements from a sensor), SINFERS starts by predicting soil properties using all
possible combinations of inputs and PTFs, assessing the uncertainty of each prediction. Then, a new round of
predictions is started, using the input and predicted properties, automatically propagating the uncertainty at
each step. This process continues until all the combinations of soil properties and PTFs are exhausted (Figure
1). During this process, SINFERS also identifies when new predictions are outside the data domain in which
the PTFs were generated, penalising the uncertainty in the presence of extrapolations. SINFERS provides a
way of organising knowledge in a carefully curated collection of PTFs that fulfil the requirements needed for
uncertainty assessment. Additionally, it provides a systematic and consistent way of executing PTFs and
applying uncertainty propagation. This tight coupling of model and uncertainty assessment ensures the
correct use of PTFs. By using such a system, PTFs can be well documented and organised, not just in a
journal paper, and thus promoting their use. It also opens the possibility of integration with other systems
such as handheld devices (e.g. spectrometers) that can be used directly in the laboratory and the field to
generate multiple predictions from a single reading.
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Figure 1. Example of the sequence of pedotransfer functions triggered by two soil properties (clay and sand
content).
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Two-equation turbulence modelling of open channels
Ahmad Sana *
“ Department of Civil and Architectural Engineering, Sultan Qaboos University, PO Box 33 Muscat, 123,

Oman
Email: sana@squ.edu.om

Abstract:  The transport of sediment and pollutants in open channels essentially depend on the turbulence
phenomenon among other factors. Being the most complex phenomenon to fully comprehend and estimate,
turbulence computations have been the most challenging part of engineering calculations. Several analytical
and empirical models have been in vogue, prior to the widespread availability of powerful computing facilities,
to estimate turbulent boundary layer properties. However, this practice changed approximately four decades
ago when a few turbulence models started to emerge and initially gained popularity among the researchers and
then among the practicing engineers. Almost all the present-day commercial models, used for engineering
calculations for rivers and estuaries include some of these turbulence models. Nonetheless, many engineering
calculations are based on empirical models or a combination of turbulence and empirical models yet. As usual,
turbulence models used in research are far more complex and computationally expensive than the ones used in
the field applications. Several studies on open channels based on Direct Numerical Simulation (DNS), Large
Eddy Simulation (LES) and Reynolds Stress models have been carried out in the past. However, two-equation
turbulence models have gained popularity among researchers as well as practicing engineers because of their
reasonable accuracy with computational economy. Many versions of such models are reported in the literature
among them k-epsilon and k-omega have been the most popular two-equation models. Sana et al. (2009) and
Sana and Tanaka (2000, 2010) have compared the performance of some of the popular versions of two-equation
turbulence models in case of oscillatory boundary layers. In this paper, a few model versions are reviewed
based on their predictive abilities and computational economy against the well-known bottom boundary layer
properties in open channels. Qualitative and quantitative comparisons have been made to infer that the choice
of model versions should be based on the field application. For example, the bottom shear stress is very well
predicted by the k-omega model whereas the cross-stream velocity profile and turbulent kinetic energy are
predicted more efficiently by k-epsilon model versions. Consequently k-omega model will be more appropriate
for estimating bottom sediment transport whereas k-epsilon model is expected to yield better results in case of
suspended sediment or pollutant mixing and transport in the field. This study may be useful for the researchers
and practicing engineers in selecting a suitable two-equation model for calculating various bottom boundary
layer properties.
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Abstract:  The accurate prediction of multi-layer flash flood characteristics following dams' sudden failure
is essential for disaster prevention and mitigation. Results of dam-break flash flooding may also be utilized to
analyse other natural phenomena such as tsunamis and landslides in water reservoirs. Upstream (reservoir)
sediment deposition and downstream hydraulic conditions may substantially influence such flash flood
incidents. The current study was motivated by the apparent lack in the literature of any study on evaluating the
efficacy of expert systems to represent such multi-layer debris flows over dry-bed and wet-bed initial tailwater
portion or downriver with semi-circular barriers.

Accordingly, a novel methodology based on the Bayesian Model Averaging (BMA) method was employed to
combine predictions of three individual expert systems; Support Vector Regression (SVR), Generalized
Regression Neural Networks (GRNNs), and Multi-layer Perceptron (MLP). The BMA model has the capacity
to evaluate different model predictions and assign each one of them a weight on the basis of their performance.
In this method, the MODELAVG toolbox with the MCMC-DREAM algorithm was used through the BMA
models. With its ability to reflect the uncertainty of the estimation, this fusion-based approach represents
improvements over former weighted-average techniques, such as straightforwardness, quickness and
practicality (Vrugt, 2016, 2017).

To develop and verify the mentioned models, a comprehensive database of water levels and sediment depths
utilized in this study were collected by the authors in Shiraz University’s hydraulic lab from 18 distinct dam-
break scenarios. Different initial upstream sediment depths which occupied 0% to 25% of the upstream
reservoir’s full depth of 300 mm and smooth or bumpy downstream as well as dry or wet downstream bed were
considered. The experimental data were extracted directly from laboratory videos via image processing
method.

Pertinent input data were divided into eight clusters on the basis of snap times after the dam breaks and then
each cluster was split to train and test sets. In addition, several statistical modelling accuracy indices served to
evaluate the efficiency of each expert system.

Based on statistical indices, the estimations of the proposed model were in close agreement with the measured
data and had an appropriate performance in forecasting all water level and sediment depth data clusters with
the MLP models marginally outperforming other expert systems, particularly in approximating data clusters.
Considering statistical error indices values, the BMA model has offered superior performances compared to
the best expert system in estimating most data clusters, signifying that the proposed methodology is explicit,
straightforward, and promising for real-world applications.

REFERENCES

Vrugt, J. A. (2016) ‘Markov chain Monte Carlo simulation using the DREAM software package: Theory,
concepts, and MATLAB implementation’, Environmental Modelling and Software, 75. doi:
10.1016/j.envsoft.2015.08.013.

Vrugt, J. A. (2017) ‘MODELAVG: A MATLAB toolbox for post processing of model ensembles’.

Keywords: Computational intelligence systems, experimental data analysis, flash flood wave, Bayesian
model averaging

F2. Data analytics for applied environmental and hydraulic modelling

127


file:///C:/Users/142446/Downloads/Telegram%20Desktop/foad.vosooghi@gmail.com
file:///C:/Users/142446/Downloads/Telegram%20Desktop/m.reza@squ.edu.om
file:///C:/Users/142446/Downloads/Telegram%20Desktop/gandomi@uts.edu.au
https://orcid.org/0000-0002-4321-9788
https://orcid.org/0000-0002-3740-4389
https://orcid.org/0000-0002-2798-0104

128

EXTENDED ABSTRACT ONLY

Risk assessment of groundwater vulnerability using
machine learning

Masoumeh Zare 2“2, Mohammad Reza Nikoo ", and Amir H. Gandomi ¢

2 Research Associate, Department of Civil and Architectural Engineering, Sultan Qaboos University, Muscat,
Oman. Email: masoumezare86@gmail.com
b Associate professor, Department of Civil and Architectural Engineering, Sultan Qaboos University, Muscat,
Oman. Email: m.reza@sqgu.edu.om
¢ Professor, Faculty of Engineering and Information Technology, University of Technology Sydney, Ultimo,
NSW 2007, Australia. Email: gandomi@uts.edu.au

Abstract:  Due to rising population growth, overpumping from groundwater as one of the main sources of
water supply has expanded. This overuse has led to increasing contamination concentration in these resources.
In recent decades, the sustainable management and planning of water resources have facilitated the
groundwater vulnerability index. Models are efficient tools to assess groundwater vulnerability, which perform
better through optimizing according to the region's features, such as land use, playing a big role in the water
resources pollution.

Accordingly, an index model with rating and weighting system is optimized. The model, considering anthropic
factors, was derived from the DRASTIC model, the most common index model, namely DRASTICA. To
modify the parameters rates, at first, the certain and uncertain parameters are determined via the one-parameter-
at-a-time (OAT) sensitivity analysis. Then by applying the Wilcoxon method, as a rank-sum nonparametric
statistical method, the rates are modified by means of the contamination concentration. Finally, the risk of
uncertain parameters is considered accompanied by a non-dominated sorting genetic algorithms 11 (NSGA-I11).
The algorithm was developed according to four objectives, including minimizing the average value of
transinformation entropy for the inverse of correlation between the model and contamination concentration and
minimizing risk of the inverse correlation between the model and contamination concentration. The output is
presented as a set of alternatives to non-dominated solutions. The best solutions are selected by a multi-criteria
decision-making method (Rao and Lakshmi 2021; Aller 1985).

To compute the model, the initial hydrological and geological parameters of the models are obtained from the
Regional Water Organization of Fars, Iran, for 30 observation wells throughout the Shiraz plain. Also, the land
use is determined through verifying the provided land use map by the Natural Resources Organization of Fars,
Iran, via Google Earth. The nitrate and sulphate concentrations in the observation wells are used to modify
rates and optimize weights.

The vulnerability maps based on improved model show closer agreement with the nitrate and sulphate maps.
Moreover, DRASTICA, because of using the additional parameter, performed better than the original model
in assessing the vulnerability risk.
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Abstract: Satellite remote sensing products, such asderived Leafarea index (LAI) are widely used to describe
vegetation dynamics. However,compared to in-situ observations, satellite remote sensing LAI observation can
suffer from large observational uncertainty. The accuracy of satellite LAI data is impacted by a range of error
sources including antennae noise, structural uncertainty in surface backscatter (climatic, topographic and land
cover conditions) and error in ancillary parameters required to parameterize retrieval models. Major
overestimation of LAI occurs in some eastern Australian open forests and woodlands[1]. Ignoring the satellite
LAI error will impair any model calibration using the data, for example in eco-hydrological models, resulting
in overestimating model residual errors, and inaccurate estimates of parameters.

To address this problem, we use a new model calibration strategy and additional LAI error data products to
decompose satellite LAI observation error from model residual error in model predictions, with the aim of
improved model predictions. This approach, referred to as the Bayesian ecohydrological error model (BEEM)
is firstly examined in a synthetic case to prove its validity, and then applied to two real catchments in Australia.
Two additional LAl error data products, MCD15A2H product layer ‘laiStdDev_1km’, and layer ‘FparLai_QC’
are used to obtain the standard deviation of each LAI value and the class flags of the LAI observation quality
respectively. BEEM [2] uses a novel likelihood function to describe the similarity between model predictions
and real observations. The function works by dividing the total model errorinto a combination of observational
error (estimated a priori) and residual error (inferred along with the model parameters). BEEM uses a Bayesian
Adaptive Metropolis algorithm which sample parameters using an adaptive proposal distribution with
covariance estimated from the history of sampled posterior parameters.

Results show that (1) the approach is valid in real and synthetic cases; (2) the approach improved LAI
predictions and reduced model residual error for catchments when accounting for satellite LAI observational
error. Our work shows the importance in fully utilizing the information from satellite products, considering the
accuracy of satellite products is not always reliable. Further work should be to use ground-based observations
to correct satellite products, to characterise the structure of the satellite LAI errors and to identify appropriate
error models.
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Towards characterising a landscape-scale environmental
digital twin: what for?, who for? and how?
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Abstract: The term ‘digital twins’ (DTs) has been around since the early 2000s, mainly within the
manufacturing, engineering and built environment sectors. But what is a digital twin in the context of the
natural environment? What would/could it be used for, who would use it, and how might it be constructed?
These are questions being asked by researchers/modellers of the ‘natural’ environment right now. The intention
of this paper is to work through what a landscape-scale environmental digital twin (EDT) might be, using these
3 questions. The ultimate objective is to develop a EDT narrative that has meaning in the natural environment,
has relevance to the spatial and temporal scales and data environments in which we work, and the questions
we work to answer; and improves our ability to efficiently deliver our science.

While there are many definitions, typically based in the built environment of assets and infrastructures, the
concept of a DT seems relatively easy to grasp — the dynamics of some physical artefact (e.g. a building, even
a whole city) are replicated, synchronised and manipulated in a virtual world. The virtual ‘twin’ continuously
(or regularly) learns from the physical artefact and vice versa. In this context, technologies that enable digital
twinning include sophisticated data mining (machine learning) of large volumes of observed data routinely
collected by in-situ (or remote) sensors and synthetic data created by simulation models, driven by artificial
intelligence techniques that turn the data into information using virtual and augmented reality viewers.
Advances in these technologies serve to accelerate the development of DTs. An Australian example is the 4D
(3D plus time) Digital Twin NSW — integrating NSW’s spatial data with live transport feeds, infrastructure
building models, and much more. Another example is Sydney Water’s 10-year program to build multiple,
integrated digital twins of their assets, with the aim of increasing efficiency in their asset management
decisions.

In the natural environment, purpose and use (i.e. the ‘what for’) and the ‘who far’ are less clear, with few
implementations to learn from. Starting with specific use cases — e.g. ‘to maximise benefits from environmental
watering actions, at basin scale’ — may not be helpful as there will be a temptation to tune applications to
support the specific use case and compromise support for others. In an industrial setting, the costs associated
with building DTs are offset by efficiencies gained for the organisation. So, realising efficiencies is an
important ‘what for’, tightly coupled to ‘who for’? For researchers and practitioners, it may be that reducing
inefficiencies in the lifecycles of data and code, from creation through to deployment/archive, is enough reason.
Other ‘what fors’ could be ‘to do things we are not able to do otherwise' or ‘to design and test scenarios that
integrate change processes (climate, population growth, catastrophes) and their likely implications for
interventions’. Even ‘changing the way we do science’ has been proposed. As with the data and code
candidates, these are tightly coupled to the ‘who for’.

Finally, the ‘how’, i.e. the hard and soft technologies, protocols and practices, necessary to realise the ‘what
fors” — an EDT is going to look very different from the built environment examples, driven by different
purposes, uses, and ultimately funding arrangements. For example, while built environment data streams are
dense, environmental data streams are relatively sparse (in time and place) and multi-sourced. FAIR (findable,
accessible, interoperable, reusable) data is at the heart of DTs and surely an essential characteristic for an EDT.
FAIR code (packaged in some agreed way) is another, as are protocols and methods to integrate/assimilate
many and disparate data for understanding system state; and the ability to model interdependent processes.

In conclusion, now is the time to translate the significant (and growing) investment in DTs in the built
environment into the natural environment modelling domain. Whatever an EDT is — and our understanding of
this will mature over time — to realise return on investment it must be attractive, relevant and accessible to
many in the modelling and simulation community, and not confined to high-end technology specialists.
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Abstract: As clearly established in a series of discussion papers commissioned by the Australian government,
there is an urgent need for improved ability to integrate the wealth of available data and modelling expertise to
enable flexible and timely prediction of future environmental scenarios. The Australian government, under the
National Collaborative Research Infrastructure Strategy (NCRIS), has established a robust research
infrastructure® for the organisation of data and information across many environmental domains. This has
enabled unprecedented access to systematically collected and curated high-quality data. As a result, some
limited, largely domain-specific predictive capacity has developed, but active and continuing cross-domain
synthesis is required for effective responses to the multi- and trans-disciplinary challenges facing us, such as
the threats posed by climate change and other environmental hazards associated with breaching our planetary
health boundaries.

In this paper we present an approach to establish a cross-domain, cross-institution environmental prediction
capacity. This structure is designed to provide the opportunity for (i) exploration and further insight into key
cross-domain processes, (ii) a transdisciplinary work environment for participatory modelling, (iii) and the
continual development and provision of tools across the whole decision-making workflow, resulting in (iv)
outputs that are defensible and reproducible. By employing an adaptive approach, the proposed infrastructure
will be responsive to technological and environmental changes and imperatives in the long term.

The framework proposed is informed by several federations around the globe including the National Centers
for Environmental Prediction in the USA and the UK Environmental Prediction research project. The capability
we are proposing for Australia is broader in scope than these, which are focused on particular areas of concern,
such as risk from extreme weather events. There is growing impetus to develop such capabilities for broader
environmental and ecological prediction, for example through the Ecological Forecasting Initiative in the USA,
where NEON data are being leveraged to better assess short-term forecasting for ecological systems. We
propose a framework that (i) will leverage the data from the NCRIS facilities so it can easily be incorporated
into modelling systems, (ii) will provide an in-house, curated modelling capacity, and (iii) provide validation
and visualisation opportunities to best enable predictions. These components will be coupled with a structure
to support collaborative work with the wider research and policy-making communities not only to ensure there
is effective, high quality inter- and trans-disciplinary input on subjects of concern, but to ensure relevant
participatory modelling is facilitated, and model validation is active and open. Informed by such collaboration,
relevant decision support tools will be accessed and made available to quickly test predictions about the effects
of events such as wildfire.

We argue that six components need to be in place, interlocked and interdependent for the development of a
responsive and adaptive framework:

1. readily available, high quality multi-domain data;

2. relevant data harmonised and scaled while ensuring provenance, vocabularies and workflows are properly
described, registered and reproducible, ready for complex modelling;

a shared platform for the creation, harnessing and modification of models by users;

strong coordination with the wider community using an adaptive co-learning and co-design approach;
translation tools for model testing and communication of outcomes; and

social and technical governance structures to transparently manage and coordinate the overall program
and the infrastructure.

Our aim is to ensure adherence to the FAIR principles for research, and where possible, the outputs will be
openly accessible and re-usable. Although in the first instance we expect the framework will be largely used
by researchers in government and academia, we envision, once it is established, it will be available to other
users on a cost-recovery basis.

o0k w

lwhere ‘Research infrastructure’ includes the physical facilities, human resources and related services that are used by the research
community to conduct research’ (Research Infrastructure Review Final Report September 2015, https://bit.ly/2WAPczc, accessed 17
August 2021)
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Abstract:  In a world of increasing population, changing climate, and decreasing availability of arable land,
there is an urgent need to preserve and improve the quality of our agricultural ecosystems. Agriculture in
Australia has always been vulnerable to extreme weather patterns and other environmental hazards. As such,
risk and resilience are crucial factors in managing its social-ecological farming systems. With mounting
pressures of climate variability, threats to sustainable food production increase in frequency and intensity,
constituting significant risks to farmers, consumers, and the financial and policy institutions supporting these
systems. Such risks are a strong incentive for the joint development of methods directed at their integrated
analysis and prediction. Better-informed farm management procedures based on integrated modeling would
reduce risk while enhancing structural resilience and long-term wellbeing. To better understand and forecast
alternative futures for agricultural production, we have developed a dynamic simulation model named
DAESIM. Our proposed integrated model is intended to be extensive in its reach, combining analysis of the
economic aspects of risk with climate-based yield stability forecasts. It encompasses the environmental and
social capital considerations underlying individual and societal wellbeing. The model outputs are valuable to
farmers, land managers, and policymakers seeking to support the agricultural sector. To date, financial
institutions have not supported farming methodologies that prioritize values other than short-term profit — this
has suppressed the development of integrated farming models with long time horizons. The banking sector
relies overwhelmingly on conventional mechanisms that do not account for social and environmental worth.
Intended outcomes of the proposed research would include the amendment of policy to reward, or at the very
least not punish, farmers who adopt long-term approaches. For farmers seeking to build resilience against
environmental hazards, establishing a firm causal connection between natural capital and financial performance
can justify trade-offs against immediate profit and provide financial and government institutions with the
means to value and manage those decisions.
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Abstract: Reindeer are not an invasive species by nature. However, introducing reindeer into a pristine
environment with an abundance of lichen, the reindeer’s favourite food, can have a devastating effect on the
local environment if the herd population is not managed. This is mostly due to the slow lichen regrowth,
decreasing the carrying capacity due to resource depletion. In these circumstances, a non-invasive species,
like reindeer, can be considered as an invasive species whose actions threaten its own survival, because of its
over utilisation of native resources.

We consider a population of reindeer, which were introduced in 1911 to St. George Island (one of the Pribilov
Islands of the coast of Alaska). This was seen as an outdoor laboratory, with the population observed for
forty years. As there was little hunting pressure on the herd and with no natural predators, this is considered
as an almost closed system. The reindeer population grew almost exponentially in the early years of their
being introduced, then started to decline, and eventually died out due to the lack of available resources; lichen
reserves were exhausted over a 40 year period. Small amplitude oscillations in the reindeer population of St.
George Island was noticed. Stable oscillatory behaviour is often observed experimentally. We hypothesise that
these oscillations are due to the combined effects of gestation and maturation.

Accordingly, a single-species population growth model with a variable carrying-capacity is considered. The
carrying-capacity is treated as a state-variable, representing the availability of a non-renewable resource (the
lichen). We investigate a model based on the logistic equation where the rate of decrease of the carrying-
capacity is proportional to the size of the population. We apply this model, with and without constant time-
delays, to the reindeer population of St. George Island. The model that best fits the data includes a delay in
the population and in the carrying-capacity. The estimated delay of 2.062 years coincides with the combined
length of gestation and herd maturation.

Keywords: Population modelling, invasive species, delayed differential equations
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Abstract: We consider a native species whose environment is stressed due to the presence of an ecosystem
engineer, a specific type of invasive species that has the ability to convert native habitat into one which is more
conducive to its own survival. The re-engineering of the native habitat results in an increase in the intra-species
competition among the resident species. A key aspect of ecosystem engineer dynamics is that their invasion
is limited by the size of the native habitat and their ability to transform it. It has long been recognised that
invasive species play a role in declining biodiversity and the degradation of native habitat.

We explore the effect of a single engineer species on a resident species and its habitat. The invading engineer
species does not prey on the resident species but does compete for available habitat. The engineer species
converts, modifies or re-engineers native habitat. The rate at which this conversion is performed determines
whether or not colonisation will be successful. Over time the converted habitat degrades forming a decayed
habitat that is not suitable to either species. The decayed habitat returns to its native state through a process of
recovery. Once in its native state the habitat can be occupied by either the resident species or modified again
by the ecosystem engineer. This recycling of the habitat is an important and novel feature in the model.

We investigate the dynamics of this model. We assume the dynamics of both species is governed by a logistic-
type differential equation whose carrying capacity is equal to the size of its habitat. In the logistic equation, it
is the carrying capacity that determines the population size. A reduction in habitat will drive the population to
a smaller size, similarly an increase in habitat will increase the population size.

An analysis of the model reveals three different approaches that may be used to control the invading species.
The first is based on reducing the ability for the engineer species to convert native habitat. The model shows
the existence of a minimum conversion rate below which the engineer species can not colonise the native
habitat. Therefore conservation strategies should focus on reducing the engineer’s ability to convert habitat.
A second strategy is a well known strategy, the harvesting of the invading species. And the third is based
on ‘quarantining’ the decayed habitat for a certain period of time. Although quarantining does not alter the
conversion rate it does however favour the resident species by not permitting the engineer species to become
the dominant species. However, large quarantine periods cause oscillations within the system which may not
be desirable.

Finally, we propose directions for future work.
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Abstract:  Multi-objective evolutionary algorithms (MOEAs) are becoming increasingly popular for solving
environmental and water resources optimisation problems. In the past, the focus of these studies has generally
been on methodological issues related to the optimisation algorithm, while the incorporation of stakeholder
preferences in the MOEA solution process has largely been ignored. In recent years, there has been increased
recognition of the need to apply these approaches to real-world problems to facilitate the realisation of their
full potential. However, in most of these studies, stakeholder input was only used to direct the optimisation
search process or select the final optimal solution(s), while the contribution of stakeholder input to other
important components of the problem solving process was not considered. The reason for this is that the full
consideration of stakeholder input in solving environmental and water resources optimisation problems
requires the development of a more holistic approach, which involves a range of additional challenges.

To address these challenges, a framework for including stakeholder input in real-world optimisation problems
has been developed as part of the Optimal Water Resources Mix (OWRM) project initiated by the South
Australian Government
through  the ~ Goyder Decision makers
Institute  for ~ Water
Research. The Broker
framework includes a
conceptual framework Problem
(Figure 1) and a formulation
procedure for its
implementation. ~ The
framework was applied & Stakeholder input
to an urban water supply
security  study  for
Adelaide, South
Australia. A summary Review <+——— Optimisation
of the framework and Results

how it was implemented
to identify optimal

&
(2
S
()

sisAjeuy

water sourcing options Public and other stakeholders

for the Adelaide case

study is presented in this Figure 1. The proposed conceptual framework. Adapted from Wu et al. (2016)
paper.

This study highlights the important role of stakeholder input at the various stages of the problem formulation
and optimisation process, analysis and results, although it can be expensive and time consuming to do so. It is
recommended that adequate resources be made available for stakeholder engagement in project plans and
budgets, as there needs to be clear and ongoing communication between stakeholder groups throughout the
project. It also demonstrates that the use of MOEAs as the optimisation engine, together with appropriate
stakeholder input, provides a combination that is well-suited to solving real-world water resources problems.
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Abstract: Integrated Water Resource Assessment (IWRA) is a multidisciplinary analysis of cause-effect
interactions of environmental, social, and economic processes which play an important role in an investigated
scenario or undertaking related to a water resource. The goal of this analysis is to generate new knowledge in
support of decision or policy making. The concept of IWRA covering natural processes in a water resource
with at least one of the areas of economic or social aspects of modern society had been articulated almost a
half a century ago. Nowadays, it became mature to the extent of supporting environmental sustainability and
promoting UN Sustainable Development Goals through offering well-accepted approaches, frameworks,
simulation models and computational techniques upholding the assessment. Nevertheless, there is steady
interest to the issues of IWRA among researchers and practitioners because new technologies open
opportunities for advanced computational techniques and comprehensive analysis. This study presents
exploratory analysis of the corpus of scientific publications using text mining techniques with the aim to
identify salient topics and potential gaps in the IWRA research area. The analysis was conducted based on the
topic modelling approach. Topic modelling is a form of text

mining that allows to find a representation of information

from a collection of documents called corpus. Any text
document can be viewed as a collection of several themes
which are present in the document and reflect the document e
contents in a meaningful to its readers way. A theme or a
topic is represented via an array of words that have a high
tendency of co-occurrence when a particular theme
underlying a document is being discussed. The most salient
characteristic of topic models is that they automate the
process of extracting these underlying (latent) themes in
large corpora of texts without any human intervention
excluding text pre-processing. Given that a topic model
operates with a fixed vocabulary, domain specific analysis
is expected to be more informative. Therefore, careful
selection of documents included into a corpus is required.
Application of topic modelling to multidisciplinary areas
such as IWRA carries more importance because it helps to =F
automate the process of extraction of salient topics relevant e S

to a document and categorize the documents into themes for

targeted analysis and knowledge extraction. The corpus of ~ Figure 1. Top 30 salient terms

abstracts of 89726 papers published from 1970 to 2020 in

peer-reviewed journals representing leading outlets in the areas of water resources and integrated
environmental assessment was assembled. It was analysed using basic bibliometric statistics. After that, the
corpus was pre-processed following conventional topic modelling framework and fed into LDA mallet
algorithm to identify salient topics. Hyperparameters of the selected topic modelling algorithm were identified
based on exploratory computations and evaluation of several topic models performance using a coherence
score and qualitative evaluation of the identified topics. The model producing 20 topics was considered
satisficing and used as a basis for the qualitative analysis of clusters of words forming topics. The analysis
revealed two categories of latent topics presented in the corpus: methodological and environmental. The latter
describes various aspects of utilization, protection, and restoration of a natural water resources. No theme
reflecting assessment of socio-economic processes was uncovered despite the fact, that these processes play
critical role in the environmental state of a water resource.

Top-30 Most Salient Terms”
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An ML-based study of extreme weather events
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Abstract: It has been recognized that one of the most visible manifestations of global climate change is an
increase in the intensity and frequency of extreme weather events. The latter include droughts, heat waves,
heavy downpours, tornados, typhoons, and major hurricanes. In this paper, we propose a conceptual

framework  for  assessing extreme  weather  conditions o

incorporating the factor of seasonality. The study was based on TRy
historical meteorological data of Ahmedabad city, India (latitude: ~ **'="*" ST e
22,9914, longitude: 72.6167) consisting of daily average wachi
temperature  (°C), minimum temperature (°C), maximum stniaa 1o ‘
temperature (°C), wind speed (m/s), surface pressure (kPa) and it

precipitation (mm) collected over the past 38 years, from 1% ' Puis. | Hydstacen
January 1982 to 31% December 2020 (Figure 1).

Bengaluru  _Chennai

The main steps of the framework are shown in Figure 2. We used
boxplot technique to visualize the dataset and determine the central il
tendency, range, symmetry, and the presence of outliers in data. Colombo
Predicting extreme weather events based on fixed seasonal time

frames may produce inaccurate or biased results. It is important to Figure 1. Location of the study
consider the seasonal variability across the years before detecting area (city of Ahmedabad in
extreme weather events and predicting their trends. We conducted India).

cluster analysis to group observed data points into distinct seasons
SELECT LOGATION based on the similarity in their meteorological features. Given an
obvious time-oriented nature of data, K-means clustering algorithm
with dynamic time warping metric to measure similarity have been

TENERATE DA applied. The resultant clusters (i.e., artificial seasons) have been used
FEATURES to study the variation in seasonality across contiguous years and to
identify the long-term trends in extreme weather conditions (namely,
RO D temperature and precipitation) within a seasonal context over a 38-year
VISUALIZATION period (1982-2020). Traditionally, the study of extreme weather events
J includes computation of 5™, 10™, 90™ and 95" percentiles of observed
CLUSTER ANALYSIS. K. meteorological data as thresholds across the time periods, and this
\_MEANSWITHDTW ) approach is extensively applied and recommended in the literature.
Assessixmsme However, in the prior_ research, the thresholds have been computed
WEATHER EVENTS ON across the whole periods, whereas we used these thresholds and
O o Sea SO computed them over derived seasonal clusters to analyze the extreme
J weather events pertaining to a given season. Additionally, we included
1tand 99™ percentile thresholds as severe/extreme weather events. The
e D magnitude trends in extreme hot and extreme cold events during each
EXTRENE WEATHER season and extreme rainfall events in the “Monsoon” season have been

' estimated and visualized.
Figure 2. The proposed It would be worthwhile to include the intensity of precipitation and
conceptual framework for humidity for a finer determination of seasonality. In combination, we
studying seasonality and extreme  can analyse the contribution of each meteorological feature to the
weather events_factorlng formation of clusters (seasons) and compare our obtained results with

seasonality. different permutation of features in K-means.
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Data analytics approach to climate change studies

P. Khaiter * *~ and E. Bhardwaj *

@School of Information Technology, York University, Toronto, Canada
Email: eshtab@my.yorku.ca

Abstract:  The observed trends of climate changes produce a wide range of effects to the sustainability of
normal lifestyles, and there are good reasons to believe that this tendency will continue and even aggravate in
the future. The application of data analysis techniques can increase the public awareness about climate change
problems and studies while introducing additional research methods and results. The proposed research is
aimed to formulate a novel data analytics framework for climate change studies to address the gap in data
modelling in the domain by creating standardized guidelines for collecting, extracting, preparing, and
visualizing the climate data. The research problem of particular interest is to compare data projected by the
climate models against observed data for a common period to assess the accuracy of modelling predictions. A
practical implementation of the framework is a visualization tool aiding researchers and practitioners in their
analysis of climate data. The multidisciplinary nature of this work lies in the combination of information
technologies, data analytics, climatology, and data visualization to create a standardized roadmap for data
analytics in the domain of climate studies.

The data analysis methodology for climate change studies applied in this work uses the common scheme of a
standard data analytics structure with the following conventional steps:

1. Data collection and extraction
2. Data wrangling
3. Implementation/visualization

However, the tasks within each phase address the complexities and specific features imposed by the climate
change domain. The intricacies of Phases 1 and 2 are mainly targeting the challenge of automating and
standardizing each task in the process. The raw format of the datasets is progressively transformed to the form
of easily accessible and readable csv files which showcase the projected and observed values of climate
variables for each calendar date within one record. This configuration of data is an ideal model which can be
recommended for similar studies analyzing climate data.

Furthermore, the visualization tool facilitates a broad variety of possible climactic considerations. Users can
choose from eight climate variables to visualize a daily comparison between the values of climate parameters
projected by the model and those observed for a period of up to 15 years (see a one-year example in Figure 1).
In addition, users have the ability to download the corresponding graphs and data to perform their own studies.

Comparison of Projected and Observed Climate

—e— Projected

60 —e— Observed

40

20

Precipitation (mm)

Date

Figure 1. Sample output from visualization tool for daily precipitations (liquid water equivalent) in 2000.

The data analysis and visualization framework presented in this study addresses the lack of data pipelines to
pre-process, analyze, and model climate data. This guideline for standardization allows wider research
methods to be developed aiming at investigation and prediction of impending climate changes and their
impacts. Lastly, regional climate analysis can be given greater consideration and focus with the
knowledge gleaned from comparison tools of this kind.

Keywords:  Climate change, data analysis, visualization tool, climate model
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Abstract: Global production of seafood has quadrupled over the past 50 years. Seafood production is characterized
by one of the highest waste rates in the food industry reaching up to 50% of the original raw material which is
obviously not only one of the serious challenges for the sector due to the tangible economic losses being incurred but
also a serious negative impact on the environmental conditions (Arvanitoyannis et al. 2008). Therefore, seafood
companies are inter