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Abstract It is now widely recognized in the econometrics literature that the use of generated variables in regression models leads to a measurement error problem, thereby causing the equation error to be serially correlated and heteroscedastic in both small and large samples. The generated variable problem generally leads to a loss of efficiency in estimation. More importantly, the presence of generated variables yields invalid inferences because the formula used to obtain the standard errors is an inconsistent estimate of the true standard errors. In the finance literature, generated variables typically arise in calculating measures of risk and variability, in event studies based on residuals from an estimated market model, and the use of betas estimated from market models as regressors in another model. In addition to the standard generated variable problem associated with inefficiency and invalid inferences, the method of construction of risk and variability measures can also render the ordinary least squares estimates inconsistent. This paper surveys the use of generated variables in finance through a critical examination of papers published in the Journal of Finance in 1995. It is found that only one published empirical paper makes an attempt at correcting for the presence of generated variables.

1. INTRODUCTION

When a regression equation (hereafter called the structural equation) contains an unobserved variable, either as the dependent variable or an explanatory variable, one commonly used procedure is to first obtain an estimate of the unobserved variable in some way (when a regression equation is used, this is called the auxiliary equation), and then to estimate the original regression replacing the unobserved variable by its estimate. To highlight the fact that both the dependent and explanatory variables in the structural equation can be generated, this paper refers to the estimate of the unobserved variable as a ‘generated variable’ rather than the term ‘generated regressor’ commonly used in the literature. There are three issues that arise for parameter estimates obtained when these generated variables are used at the second stage: consistency; efficiency; and inference. When consistent estimates are obtained at the first stage, the presence of generated variables at the second stage does not affect the consistency of the second stage estimates but generally leads to a loss of efficiency in estimation, and invalid inferences because the formula used to obtain the standard errors is an inconsistent estimate of the true standard errors (see, for example, Pagan (1984, 1986), Newey and McFadden (1994) and McKensie and McAleer (1997)).

This paper examines the issue of generated variables in the finance literature where generated variables often arise in calculating measures of risk and volatility; in event studies where the dependent variable is obtained as a residual from an estimated market model; and the use of betas estimated from a market model as regressors in another model. One characteristic of quite a few finance papers is that the components of the generated variables are estimated from many different time series models, and the generated variables are then used in a regression model estimated using cross section data. This method of estimation raises some issues not previously considered in the literature.

Section 2 contains details of a survey of generated variable papers published in the Journal of Finance in 1995 while section 3 discusses some theoretical econometric issues that arise with the estimation methods and the generated variables used in these papers. A brief conclusion is contained in section 4.

2. SURVEY RESULTS

Table 1 provides a summary of the ten papers appearing in the Journal of Finance in 1995 that contain generated variables. In addition, there were several papers that used estimates of
unobserved volatilities as variables but the specific model used to generate the volatilities (often a Black–Scholes (1973)–style option pricing model) meant that the estimates of volatility could be obtained as a simple function of observed variables and, therefore, contained no unobserved parameters (see Campa and Chang (1995), Chen et al. (1995) and Litzenberger and Rabinowitz (1995)). These papers were excluded from the study. There was one theoretical paper (Kim (1995)) that discussed some of the problems associated with using estimated firm betas as explanatory variables in a regression model from an errors in variables perspective. The reason for choosing empirical papers in finance was that the non–systematic search of the literature reported in McKenzie and McAleer (1997) suggested that generated variables continue to be used quite widely in finance without the standard errors being adjusted appropriately. The Journal of Finance was chosen as the subject of the survey as it is the leading journal in the finance literature. The year 1995 was chosen arbitrarily, but it is nevertheless representative.

Several common features of the papers in Table 1 are worth noting: (i) the components of the generated variables are quite often estimated from many different time series models, and the generated variables are then used in a regression model estimated using cross section data (see, for example, Bajaj and Vijh (1995)); (ii) when the auxiliary and structural equations are both estimated using time series data, the sample size at each stage can differ dramatically (see, for example, Imanen (1995)); and (iii) generated variables often relate to measures of risk, volatility, a firm's beta and excess returns (see, for example, Billett et al. (1995)). Only one of the papers reported in Table 1, Bekaeart and Harvey (1995), makes explicit reference to the generated variable problem and Pagan's (1984) classic paper. In Bekaeart and Harvey (1995), "to mitigate the generated variable problem" (p. 435) heteroskedasticity–consistent standard errors computed a la White (1980) are reported. An examination of the way the generated regressor was derived suggests that the measurement error will be serially correlated as well. Monte Carlo evidence for the cases reported in Smith and McAleer (1993) suggests that using Newey and West's (1987) heteroscedasticity and autocorrelation consistent covariance matrix to correct for the generated variable problem leads to standard errors that are generally downwardly and, quite often significantly, biased.

3. THEORETICAL ISSUES

This section is devoted to a detailed analysis of several issues raised in the paper by Billett et al. (1995) which contains four different variables that are generated from time series models and are then used in a cross section model. For expository purposes, the number of explanatory variables in the structural and auxiliary equations is kept to a bare minimum.

Suppose the structural equation of interest is

\[ y_i = a_0 + a_1 x_{1i} + a_2 x_{2i} + \varepsilon_i, \quad i=1,\ldots,N, \] (1)

where the \( a_j \) are unknown parameters, \( \varepsilon_i \) is assumed to be distributed as \( \text{iid}(0, \sigma^2_\varepsilon) \), and in cross sectional analyses \( i \) is assumed to refer to the \( i \)th firm. Equation (1) is assumed to be correctly specified. The auxiliary equation is assumed to be of the form

\[ z_{it} = b_{0i} + b_{1i} W_{it} + \eta_{it}, \quad i=1,\ldots,N, \quad t=1,\ldots,T, \] (2)

where the \( b_{ij} \) are unknown parameters, and \( \eta_{it} \) is assumed to be distributed as \( \text{iid}(0, \sigma^2_\eta) \). Equation (2) is also assumed to be correctly specified. Given the structure of (2), ordinary least squares (OLS) can be applied to (2) for each firm \( i \) to give unbiased, \( \sqrt{T} \) consistent and efficient estimates of the parameters [efficiency in this context only concerns the estimation of (2)]. Denote the OLS estimates of \( b_{0i} \), \( b_{1i} \) and \( \sigma^2_\eta \) by \( \hat{b}_{0i} \), \( \hat{b}_{1i} \) and \( \hat{\sigma}^2_\eta \), and the predictions (or
fitted values) and prediction errors from this model as \( \hat{z}_{it} = \beta_{0i} + \beta_{1i} W_{1it} \) and \( u_{it} = z_{it} - \hat{z}_{it} \), respectively.

In Billett et al. (1995), equation (2) is a market model with \( z_{it} \) being the rate of return on firm i’s equity at time t, and \( W_{1it} \) being the rate of return on the market portfolio at time t (which is not dependent on i). Since this paper is an event study suppose that the event occurs at \( T+\tau, \) then the excess return (generated variable (a)) is \( u_{iT+\tau} \) and the cumulative abnormal return is \( C_i = u_{iT+\tau-1} + \ldots + u_{iT+\tau-1} \) (generated variable (c)). In Billett et al. (1995), \( \tau = 50 \). The parameter estimate \( \beta_{1i} \) is firm i’s beta (generated variable (b)), and \( \sigma_i \) is the estimate of the standard deviation of the borrower’s stock return (generated variable (d)). Implicit in an event study is the assumption that the event has some effect. Thus, at \( t = T+\tau, \) equation (2) becomes

\[
\hat{z}_{iT+\tau} = \delta_i + b_{0i} + b_{1i} W_{1iT+\tau} + \eta_{iT+\tau}, \quad i=1,..N,
\]

so that \( \delta_i \) measures the impact of the event on firm i’s return. In this case, the excess return, \( u_{iT+\tau} \), is given by

\[
u_{iT+\tau} = \delta_i + (b_{0i} - \beta_{0i}) + (b_{1i} - \beta_{1i}) W_{1iT+\tau} + \eta_{iT+\tau} \]

so that \( u_{iT+\tau} \) is implicitly an estimate of \( \delta_i \). It should be noted that \( E(u_{iT+\tau}) = \delta_i \), and \( E(\beta_{1i}) = b_{1i} \) but \( E(\eta_i) = \sigma_{\eta_i}^2 [2/(T-2)]^{1/2} / \Gamma[(T-1)/2] / \Gamma[(T-2)/2] \sigma_{\eta_i}^2 \) (see Kawada et al. (1980, p. 200) and Johnson et al. (1994, section 8.2)). If (2) applies for \( t = T+1,..,T+\tau-1, \) then \( E(C_i) = 0. \)

Suppose that \( X_{2i} \) is the unobserved variable in (1) and it is replaced by \( \hat{X}_{2i} \) to give

\[ y_i = a_0 + a_1 X_{1i} + a_2 \hat{X}_{2i} + \epsilon_i + a_2 (X_{2i} - \hat{X}_{2i}), \quad i=1,..,N. \]

Define \( h_i = \epsilon_i + a_2 (X_{2i} - \hat{X}_{2i}) \). In these circumstances, whether \( E(h_i) = 0 \) depends on whether \( E(\hat{X}_{2i}) = X_{2i} \). When \( \hat{X}_{2i} \) is \( u_{iT+\tau} \) or \( \beta_i \), even though \( \epsilon_i \) is homoscedastic, \( h_i \) will be heteroscedastic because \( V(h_i) \) depends on \( \sigma^2_{\epsilon_i} \). However, unlike the standard generated variable problem, \( h_i \) will not be serially correlated since the errors in (2) are assumed to be independently distributed! This means a White (1980)–style adjustment to the standard errors will be an appropriate remedy for the inconsistency of the OLS standard errors, unlike the cases dealt with in the literature to date (see Pagan (1984, 1986), Newey and McFadden (1994) and McKenzie and McAleer (1997)).

In contrast to the standard generated variable problem, even when \( \hat{X}_{2i} \) is an unbiased estimate of \( X_{2i} \) there is no guarantee that

\[
\sum_{i=1}^N \hat{X}_{2i}(X_{2i} - \hat{X}_{2i}) / N
\]
will converge to zero as $N \to \infty$. Without an additional assumption about how $T$ behaves as $N \to \infty$, we have a standard errors in variables problem, so that OLS applied to (5) is inconsistent. For example, if $T$ is fixed as $N \to \infty$, when $X_{2i}$ is a parameter it is not a consistent estimate of $X_{2i}$ or when $X_{2i}$ depends on estimated parameters they are not $\sqrt{N}$ consistent estimates of the underlying parameters. If appropriate instruments are available, this inconsistency problem can be overcome by using the instrumental variable technique (see Pagan (1984, Model 6) and McKenzie and McAleer (1997, section 3.5) for a related example, and Kim (1995) for another example). Finding an appropriate instrument for $C_i$ and $\beta_{1i}$ may be difficult given the assumptions of the model but resort could be made to Durbin's (1954) suggestion to use the rank of the problem variable as an instrument. If $N \to \infty$ and $T \to \infty$, then when $X_{2i}$ is an parameter it is a consistent estimate of $X_{2i}$ and when $X_{2i}$ depends on estimated parameters they are consistent estimates of the underlying parameters. Thus, estimates of the structural equation will also be consistent.

When $E(\hat{X}_{2i}) \neq X_{2i}$, there is an additional problem, namely that the following two expressions will not converge to zero if $T$ is fixed as $N \to \infty$:

(a) $\sum_{i=1}^{N} h_i / N$, 

(b) $\sum_{i=1}^{N} X_{1i} h_i / N$.

Therefore, even instrumental variables estimation with appropriate instruments will not provide consistent estimates. Consistent estimation in this case requires $T, N \to \infty$ so that $\text{plim} s_i = \sigma^2_{\eta_i}$ and the consistency of OLS applied to (5) is assured. If interest only focuses on testing the null hypothesis $a_2 = 0$ (or a joint hypothesis involving $a_2 = 0$), OLS applied to (5) will be consistent, asymptotically efficient and inference will be valid under the null, since the generated variable effect in the disturbance term disappears (see Pagan (1984) and McKenzie and McAleer (1997) for a discussion of this in the standard case).

However, if $y_i$ is the unobserved variable in (1) and it is replaced by $\hat{y}_i$ to give

$$\hat{y}_i = a_0 + a_1 x_{1i} + a_2 x_{2i} + \epsilon_i + (y_i - \hat{y}_i), i=1, \ldots, N,$$

then it is easily seen that the generated variable problem in (6) persists, regardless of the hypothesis being tested. This substitution does not lead to the errors in variables problem alluded to for a generated variable but if $E(\hat{y}_i - y_i) \not= 0$, then similar results as for the case when $E(\hat{X}_{2i}) \neq X_{2i}$ apply.

The previous discussion is predicated on the assumption that (2) was correctly specified so that applying OLS leads to $\sqrt{T}$ consistent parameter estimates. If (2) is misspecified, for example $W_{1it}$ is not the appropriate regressor or important explanatory variables are omitted, then estimates of the parameters of (2) will be neither unbiased nor $\sqrt{T}$ consistent. The previous discussion suggests this inconsistency will also carry over to the estimation of (1) when the generated variable based on the inconsistent parameter estimates is used (see Pagan (1986) and McKenzie and McAleer (1994) for sufficient conditions for consistency of the estimates of the structural equation). This strong dependence of the consistency of the parameter estimates of (2) provides a powerful case for checking the correctness of the specifications of both (1) and (2).
Even when time series data have been used to estimate both the structural and auxiliary equations, there are a number of studies where different sample sizes have been used to estimate the models at the first and second stages (see, for example, McAleer and McKenzie (1991) and the papers they cite). When the errors in the structural and auxiliary equations are uncorrelated, McKenzie and McAleer (1990, section 3.2) show that compared to the case of using an identical number of observations for both the first and second stages, using fewer observations at the first stage will lead to larger variances at the second stage. However, if the difference in the two sample sizes disappears asymptotically, using a different number of observations at the first and second stages will be asymptotically negligible.

An examination of those papers in Table 1 that use time series data at both the first and second stages suggests large differences in the sample sizes used at each stage (see, for example, Ilmanen (1995) and Jorion (1995)). Even this is a little misleading since in Ilmanen (1995), for example, data for the structural equation are monthly while for the US bond beta (generated variable (b)) daily data over the preceding month are used so that all the data that are ever going to be available are used (assuming different betas for each month). This suggests similar problems will arise to those discussed when cross section data are used for the structural equation and time series data for the auxiliary equation. The local bond beta (generated variable (c)) for each month is computed using monthly data for the preceding twelve months. Unlike the standard generated variable problem discussed in Pagan (1984) and McKenzie and McAleer (1997), where the substitution of the generated variable for the unobserved variable causes the structural equation's error at each point to be correlated with every other error, the way in which the local bond variable is calculated using overlapping data will generate a moving average of order eleven in the error of the structural equation.

4. CONCLUSION

This paper has considered some theoretical problems that arise with the type of generated variables commonly used in the finance literature. It remains to be demonstrated that these problems with generated variables are important in practice. However, papers where both unadjusted and adjusted standard errors are presented suggest that the difference can be sufficient to cause the use of unadjusted standard errors to lead to incorrect inferences (see the papers discussed in McKenzie and McAleer (1997, section 1)). As indicated in section 3, further considerations are: whether instrumental variable estimation is required, and the effect of using alternative estimation methods; and what sample sizes are used to estimate the auxiliary and structural equations, and the impact of different sample sizes on the standard errors of the second stage estimates.
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## Table 1: Summary of Journal of Finance Generated Variable Papers

<table>
<thead>
<tr>
<th>Paper</th>
<th>Structural Equation</th>
<th>Generated Variable(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bajaj–Vijh</td>
<td>Average excess return</td>
<td>Excess return predicted from market model, TS, T=240, OLS, DV</td>
</tr>
<tr>
<td></td>
<td>XS, N= 10, 100, OLS, WLS</td>
<td>Degree of integration estimated from Hamilton (1989) transition probability model, TS, T=?, X</td>
</tr>
<tr>
<td>Bekaert–Harvey</td>
<td>Exchange rate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TS, T=?, OLS+WHITE</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Billett et al.</td>
<td>Abnormal returns</td>
<td></td>
</tr>
<tr>
<td></td>
<td>XS, N=578, 346, OLS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dimson–Marsh</td>
<td>Book volatility</td>
<td></td>
</tr>
<tr>
<td></td>
<td>XS, N=58, OLS</td>
<td></td>
</tr>
<tr>
<td>Ilmanen</td>
<td>Excess government bond returns</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TS, T=186, OLS+Newey–West</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jorion</td>
<td>Predict volatilities</td>
<td></td>
</tr>
<tr>
<td>Paper</td>
<td>Structural Equation</td>
<td>Generated Variable(s)</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Kaplan–Ruback</td>
<td>Market value of leveraged transactions, XS, N=51, OLS</td>
<td>Cash flow forecast ((X)) computed using ((i)) industry based measure of systemic risk as industry equity beta from industry market model, TS, T=480, OLS ((ii)) firm based measure of systemic risk as industry equity beta from firm market model, TS, T=480, OLS</td>
</tr>
<tr>
<td></td>
<td>Implied risk premium (X_S, N=51, OLS)</td>
<td>((a)) industry based measure of systemic risk as industry equity beta from industry market model, TS, T=480, OLS, X (b)) firm based measure of systemic risk as industry equity beta from firm market model, TS, T=480, OLS, X</td>
</tr>
<tr>
<td>Kothari et al.</td>
<td>Portfolio returns (X_S, N=20, 100, OLS)</td>
<td>Portfolio beta estimated from a market model (TS, T\geq 940?, OLS, X)</td>
</tr>
<tr>
<td>May</td>
<td>Equity return variance (X_S, N=200, OLS)</td>
<td>Equity return variance ((DV)) modeled as ((i)) Sample variance of equity returns, TS, T=60 ((ii)) Variance of residuals from a market model of firm's equity returns, TS, T=60</td>
</tr>
<tr>
<td>Mayhew et al.</td>
<td>Spread and Depth in Options Market (X_S, N=113, 119, OLS+White)</td>
<td>Volatility estimated as daily return variance, ?</td>
</tr>
</tbody>
</table>

**Notes:**
Abbreviations used are as follows: \(X_S\) = cross section estimate or regression based on \(N\) observations; \(TS\) = cross section estimate or regression based on \(T\) observations; \(OLS\) = ordinary least squares estimation; \(White\) = White’s (1980) heteroscedasticity consistent estimate of the covariance matrix; \(Newey–West\) = Newey–West (1987) heteroscedasticity and serial correlation consistent estimate of covariance matrix; \(Hansen–White\) = Hansen’s (1982) heteroscedasticity and serial correlation consistent estimate of covariance matrix; \(DV\) = generated dependent variable; \(X\) = generated regressor; ? indicates that the sample size is unclear from the text.