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These steps transform an unevenly spaced discrete time series {(ci , ti)} into a regular time series {cj}, as time 
stamp is no longer needed. 

2.4. Time series change detection 

In time series analysis, a change detection is to identify times when the probability distribution of time series 
changes. In remote sensing applications, one approach is to apply harmonic analysis model on time series of 
spectral or derivation of spectral values to detect phenological changes. BFAST (Verbesselt et al.  2010) is 
one example of such an approach. Harmonic analysis models work well on remote sensing time series which 
shows strong seasonal patterns.   However, the method is not good at detecting surface cover change events 
which do not follow seasonal patterns, such as floods, bush fires, afforestation/deforestation, tides etc.   

In this paper, we adopt another approach, which does not attempt to find the change point using spectral time 
series data directly. Instead, spectral data are feed into a surface cover classification model to identify surface 
object class. As such, time series of spectral data are converted to time series of surface object classes. The 
developed change detection algorithm then models the time series of objects or a set of coefficients (Tan et 
al. 2011) derived from the time series. Define a function ݂ሺݔ, ,ݐ  ,ሻ on a sliding window of the time seriesݓ
where ݔ is the time series data, ݐ is the time value, ݓ is the width of the window. Note ݂ሺݔ, ,ݐ ሻݓ 	∈ ሺܽ, ܾሻ as 

ሺ݂௔,௕ሻ, then the posterior probability of a change event happens is given by ܲ൫ܥห ሺ݂௔,௕ሻ൯ ൌ ௉ቀ ሺ݂௔,௕ሻቚܥቁ௉ሺ஼ሻ௉ሺ௙ሺೌ,್ሻሻ  . The 

prior probability of change is a constant to ሺ݂௔,௕ሻ, while ܲ൫ ሺ݂௔,௕ሻหܥ൯ can be estimated by a set of training 

samples provided by remote sensing scientists, and ܲ൫ ሺ݂௔,௕ሻ൯ ൌ 	 ∑ ூሺ௙ሻ್ೌ∑ ூሺ௙ሻశಮషಮ .  

3. APPLICATIONS 

3.1. Coastal tidal zone mapping 

In the inter-tidal zone, the classification model can be used to detect inundated regions, through a pixel based 
classification to determine the presence or absence of water. The random forest classifier is an effective 
technique to deal with potentially confounding scenarios in this environment, for example, partially 
inundated tidal flats, saturated sediments and dark, wet, exposed vegetation. The successful application of the 
classification model is improved with the incorporation of regionalised training data, and by a combination of 
reflectance signatures and indices to contribute to the random forest construction. 

Through an application to the complete Landsat time series in the AGDC archive, we are able to construct a 
probabilistic inundation map of the intertidal zone. This not only provides a relative morphology of the 
observed inter-tidal region, but by attributing individual Landsat observations with knowledge of the tidal 
phase and offset, enables us to map the spatial extents of the inter-tidal zone observed in the AGDC archive. 

 

Figure 4. Mapping inter-tidal zone using AGDC data. 

Figure 4 shows an example of mapping inter-tidal zone using 27 years of Landsat time series data on the 
AGDC. The diagram at the bottom right corner provides a relative representation of inter-tidal zone 
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morphology, showing areas which are exposed often in the tidal cycle (lighter colours) and areas which are 
only exposed at the lowest tides captured in the archive (darker brown/red shades).  

 

 

 

Figure 5. Calculating the relative depth of a location. 

The relative depth of a location is determined by calculating the portion of time of the pixel being inundated. 

As shown in Figure 5, relative depth	d	 ൌ ∑ௐ೔∑஽೔ା∑ௐ೔, where ௜ܹ 	is the length of a water segment and ܦ௜	is the 

length of a dry segment in the time series. 

3.2. Forest cover change detection 

A prototype change detection algorithm was developed as part of a project for the Department of the 
Environment (DOTE) to demonstrate the capability in three areas of interest identified by DOTE. These areas 
were identified as areas where forest cover change is known to have occurred and therefore provided a test 
framework for evaluating the performance of the change detection methodology. 

The results were presented to the DOTE in early March 2015.  The results demonstrated that the prototype is 
capable of detecting various landcover changes, including afforestation and deforestation events.  

 

 

 

Figure 6 shows the modelling results. The modelling algorithm successfully detects afforestation events in 
the target area (green pixels) and deforestation events (orange pixels). The right panel shows how a sliding 
window on a time series detects these events. 

4. SUMMARY AND CONCLUSION 

We develop a statistical modelling framework for the AGDC.  The framework divides a statistical modelling 
process into a sequence of connected modelling modules, each of which completes a generic statistical or 
machine learning function. As shown in Section 3, the modelling framework has successfully supported time 
series analysis and change detection modelling to two remote sensing applications. The framework offers 
flexibility, scalability and reusability for the modelling process. Together with the AGDC, the modelling 
framework enables rapid development of remote sensing applications, such as landcover classification and 
surface cover change detection.  

Recently, big data and deep learning research have been making huge progress (Najafabadi et al. 2015). The 
deep neural network (DNN) approach is the state-of–the-art for classification. Compared to classification 

Figure 6. Time series change detection for deforestation/afforestation events. 
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algorithms, such as random forest and support vector machine, the DNN has several advantages (Bendigo et 
al. 2007), such as, dealing with larger number of input variables, performing feature selection and feature 
creation using semi-supervised learning, and conducting multiclass classification. When  computational 
facilities such as General-purpose computing graphics processing units (GPGPU) become available routinely, 
developing DNN classification and regression modules for the AGDC will further enhance the modelling 
capability for remote sensing applications.   
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