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Abstract: We desire to generate monthly rainfall totals for a particular location in such a way that the
statistics for the simulated data match the statistics for the observed data. We are especially interested in
the accumulated rainfall totals over several months. We propose two different ways to construct a joint
rainfall probability distribution that matches the observed grade correlation coefficients and preserves the
known marginal distributions. Both methods use multi-dimensional checkerboard copulas. In the first
case we construct a copula of maximum entropy and in the second case we use a copula derived from a
multi-variate normal distribution. Finally we simulate monthly rainfall totals at a particular location and
compare the results.
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1 MODELLING ACCUMULATED RAINFALL

It has been usual to model both short-term and long-term rainfall accumulations at a specific location by a
gamma distribution (Wilks and Wilby, 2011; Srikanthan and McMahon, 2004; Fowler et al., 2005; Hasan
and Dunn, 2010). Some authors (Withers and Nadarajah, 2011; Katz and Parlange, 1998) have, however,
observed that simulations in which monthly rainfall totals are modelled as mutually independent gamma
random variables generate accumulated bi-monthly, quarterly and yearly totals with much lower variance
than the observed accumulations. We surmise that the variance of the generated totals will be increased if
the model includes an appropriate level of positive correlation between individual monthly totals. More
generally, the problem we address is how to construct a joint probability distribution which preserves the
known marginal distributions and matches the observed grade correlation coefficients. We propose two
alternative methods using multi-dimensional copulas.

1.1 Multi-dimensional copulas

An m-dimensional copula where m ≥ 2, is a continuous, m-increasing cumulative probability distri-
bution C : [0, 1]m 7→ [0, 1] on the unit m-dimensional hyper-cube with uniform marginal probability
distributions. If Fr : R 7→ [0, 1] is a prescribed continuous distribution for the real valued random
variable Xr for each r = 1, . . . ,m then the function G : Rm 7→ [0, 1] defined by

G(x) = C(F1(x1), . . . , Fm(xm))

where x = (x1, . . . , xm)T ∈ Rm is a joint probability distribution for the vector-valued random variable
X = (X1, . . . , Xm)T with the marginal distribution for Xr defined by Fr for each r = 1, . . . ,m. The
joint density g : Rm 7→ [0,∞) is defined almost everywhere and is given by the formula

g(x) = c(F1(x1), . . . , Fm(xm))f1(x1) · · · fm(xm)

where c : [0, 1]m 7→ [0,∞) is the density for the joint distribution defined by C and where fr : R 7→
[0,∞) for each r = 1, . . . ,m are the densities for the prescribed marginal distributions. If we define
Ur = Fr(Xr) for each r = 1, . . . ,m then each Ur is uniformly distributed on [0, 1] and the copula
C describes the distribution of the vector valued random variable U = (U1, . . . , Um)T . The grade
correlation coefficients forX are defined by

ρr,s =
E[(Fr(Xr)− 1/2)(Fs(Xs)− 1/2)]√

E[(Fr(Xr)− 1/2)2] · E[(Fs(Xs)− 1/2)2]

=
E[(Ur − 1/2)(Us − 1/2)]√

E[(Ur − 1/2)2] · E[(Us − 1/2)2]

= 12E[UrUs]− 3

for each 1 ≤ r < s ≤ m. The grade correlation coefficients forX are simply the correlations forU . The
entropy for the copula C is defined by

J(C) = (−1)
∫

[0,1]m
c(u) loge c(u) du

where u = (u1, . . . , um)T ∈ [0, 1]m. The entropy J(C) measures the inherent disorder of the distribu-
tion. The most disordered copula is the one with c(u) = 1 for all u ∈ [0, 1]m for which J(C) = 0.

We introduce two special copulas which we will use to model monthly rainfall. For the first method we
use the checkerboard copula of maximum entropy proposed by Piantadosi et al. (2007, 2010). For the
second method we use a copula defined by a multi-variate normal distribution.

1.2 Checkerboard copulas

An m-dimensional checkerboard copula is a distribution with a corresponding density defined almost
everywhere by a step function on an m-uniform subdivision of the hyper-cube [0, 1]m. Any continuous
copula can be uniformly approximated by a checkerboard copula.

2655



Piantadosi et al., Generation of simulated rainfall data

Let n ∈ N be a natural number and let h be a non-negative m–dimensional hyper–matrix given by
h = [hi] ∈ R` where ` = nm and i ∈ {1, . . . , n}m with hi ∈ [0, 1]. Define the marginal sums
σr : {1, . . . , n} 7→ R by the formulae

σr(ir) =
∑

j 6=r,ij∈ {1,2,...,n}

hi

for each r = 1, 2, . . . ,m. If σr(ir) = 1 for all ir ∈ {1, 2, . . . , n} and all r = 1, 2, . . . ,m then we say
that h is multiply stochastic. Define the partition 0 = a(1) < a(2) < · · · < a(n) < a(n + 1) = 1
of the interval [0, 1] by setting a(k) = (k − 1)/n for each k = 1, . . . , n + 1 and define a step function
ch : [0, 1]m 7→ R almost everywhere by the formula

ch(u) = nm−1 · hi if u ∈ Ii = ×m

r=1 (a(ir), a(ir + 1))

for each i = (i1, . . . , im) ∈ {1, 2, . . . , n}m. Now the step function ch : [0, 1]m 7→ [0,∞) is the density
for a corresponding checkerboard copula Ch : [0, 1]m 7→ [0, 1].

1.3 Copulas of maximum entropy

If n ∈ N is sufficiently large then Piantadosi et al. (2007, 2010) showed that h could be chosen in such a
way that the known grade correlations were imposed and the entropy of the hyper-matrix was maximized.
The corresponding checkerboard copula Ch is the most disordered or least prescriptive such copula and
is defined by the hyper-matrix h that solves the following problem.

Problem 1 (The primal problem). Find the hyper-matrix h = [hi] ∈ R` to maximize the entropy

J(h) = (−1)

 1
n

∑
i ∈ {1,...,n}m

hi loge hi + (m− 1) loge n

 (1.1)

subject to the constraints∑
j 6=r, ij∈{1,...,n}

hi = 1 (1.2)

for all ir ∈ {1, . . . , n} and each r = 1, . . . ,m and

hi ≥ 0 (1.3)

for all i ∈ {1, . . . , n}m and the additional grade correlation coefficient constraints

12

 1
n3
·

∑
i ∈ {1,...,n}m

hi(ir − 1/2)(is − 1/2)

− 3 = ρr,s (1.4)

for 1 ≤ r < s ≤ m where ρr,s is known for all 1 ≤ r < s ≤ m.

Piantadosi et al. (2010) noted that the problem is well posed. Nevertheless, it is not easy to compute a
numerical solution directly. In fact it is much easier to solve the problem using the theory of Fenchel
duality. We refer to the paper by Piantadosi et al. (2010) for details of the solution procedure.

1.4 Multi-variate normal copulas

The m-dimensional normal distribution ϕ : Rm → [0,∞) for the vector-valued random variable Z =
(Z1, . . . , Zm)T ∈ Rm with unit normal marginal distributions is defined by the density

ϕ(z) =
1

(2π)m/2(det Σ)1/2
exp

[
− 1

2
zTΣ−1z

]
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where z = (z1, . . . , zm)T ∈ Rm and where Σ = E[ZZT ] = [cos θr,s] ∈ [−1, 1]m×m is the correlation
matrix. The marginal distributions for Zr are standard unit normal distributions (Wang, 2006) given by

Φ(zr) =
1

(2π)1/2

∫ zr

−∞
exp

[
− ζ2

r

2

]
dζr.

If we define Ur = Φ(Zr) for each r = 1, 2, . . . ,m then the random variables Ur are uniformly distributed
on the interval [0, 1] and the joint density c : [0, 1]m → [0,∞) defined by

c(u) =
ϕ(Φ−1(u1), . . . ,Φ−1(um))

Φ′(Φ−1(u1)) · · ·Φ′(Φ−1(um))

is the density for a corresponding m-dimensional normal copula C : [0, 1]m → [0, 1]. We note from
Wang (2006) that for any 1 ≤ r < s ≤ m the marginal distribution of (Zr, Zs)T is a bi-variate normal
distribution with correlation defined by the relevant sub-matrix of Σ. To find θ = θr,s we solve the
equation f(θ) = ρr,s where

f(θ) =
6

π sin θ

∫
R2

Φ(zr)Φ(zs) exp
[
− 1

2 sin2 θ

(
z2
r − 2 cos θzrzs + z2

s

)]
dzrdzs − 3

and where ρr,s is the desired grade correlation coefficient for each 1 ≤ r < s ≤ m.

For the purpose of simulation and to enable a direct comparison with the previous method we have
preferred to approximate the multi-variate normal copula by a checkerboard copula defined by a hyper-
matrix h = [hi] ∈ R` determined by the formula

hi = n

∫
Ii

c(u)du

for each i ∈ {1, . . . , n}m. Finally the step function ch : [0, 1]m 7→ R and the corresponding copula
Ch : [0, 1]m 7→ [0, 1] are defined in the usual manner. We refer to this copula as a normal checkerboard
copula. We use the formula (1.4) to calculate the grade correlation coefficients and choose θr,s to match
the observed values ρr,s for each 1 ≤ r < s ≤ m . These calculations can be done separately for each
1 ≤ r < s ≤ m using the relevant marginal bi-variate normal copula.

2 MONTHLY RAINFALL DATA FOR SYDNEY

We used official monthly rainfall records supplied by the Australian Bureau of Meteorology for Sydney,
NSW, Australia, for the 150 year period 1859-2008. Table 1 shows the monthly statistics. The rainfall is
measured in millimetres (mm).

Table 1. Monthly means (m) and standard deviations (s) for Sydney

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

m 103 118 130 126 103 131 98 82 70 77 84 78

s 76 110 103 112 111 116 82 84 60 66 76 63

Table 2 shows the grade correlation coefficients for all monthly pairs. The distributions appear to be
weakly correlated. The correlation for (Oct,Nov) is significant at the 0.01 level (2-tailed) and the correla-
tions for (Jan,Feb), (Jan,Apr), (Jan,Oct), (Mar,Jun), (Apr,May), (Jun,Sep) are significant at the 0.05 level
(2-tailed). The significant correlations are shown in bold print.

2.1 Modelling individual monthly rainfall totals for Sydney

There are no observed zero rainfall totals and the distributions for individual months can be modelled
effectively using a gamma distribution (Katz and Parlange, 1998; Piantadosi et al., 2009; Rosenberg
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Table 2. Grade correlation coefficients for all monthly pairs

Ja Fe Mr Ap Ma Jn Jl Au Se Oc No De

Ja .18 -.06 -.19 -.01 -.02 -.02 .13 .09 -.16 .05 -.04
Fe .18 -.03 -.08 -.09 .05 -.01 .10 .09 -.05 .08 -.07
Mr -.06 -.03 .11 .04 .19 -.14 -.15 -.12 .15 -.05 -.01
Ap -.19 -.08 .11 .18 .05 .13 .12 -.08 .11 .09 -.03
Ma -.01 -.09 .04 .18 .05 -.02 -.05 -.08 -.07 .05 -.06
Jn -.02 .05 .19 .05 .05 -.04 -.07 -.17 .02 .05 -.05
Jl -.02 -.01 -.14 .13 -.02 -.04 .11 .12 .08 -.08 -.02
Au .13 .10 -.15 .12 -.05 -.07 .11 .13 .13 .12 -.09
Se .09 .09 -.12 -.08 -.08 -.17 .12 .13 .04 .07 -.01
Oc -.16 -.05 .15 .11 -.07 .02 .08 .13 .04 .22 -.03
No .05 .08 -.05 .09 .05 .05 -.08 .12 .07 .22 .08
De -.04 -.07 -.01 -.03 -.06 -.05 -.02 -.09 -.01 -.03 .08

et al., 2004; Srikanthan and McMahon, 2004; Stern and Coe, 1984; Wilks and Wilby, 2011). The gamma
distribution is defined on (0,∞) by the formula

F [α, β](x) =
∫ x

0

ξα−1

βαΓ(α)
exp(−ξ/β) dξ

where α > 0 and β > 0 are parameters. The parameters α = α[t] and β = β[t] for month t were
determined by the method of maximum likelihood. The calculated values are

α = (1.817, 1.359, 1.741, 1.333, 1.258, 1.338, 1.202, 1.051, 1.412, 1.468, 1.461, 1.777)
β = (56.40, 86.75, 74.60, 94.70, 95.97, 97.64, 81.56, 78.12, 49.33, 52.31, 57.29, 43.92).

We consider further the months of October and November where the grade correlation is the most sig-
nificant. When we generate simulated rainfall independently from the respective gamma distributions
the variance of the total is much less than the observed variance. The details are shown in Table 3. The
observed value of ρ ≈ 0.22 strongly suggests we should seek a model using a correlated joint distribution.

2.2 Simulating the total rainfall using a bi-variate checkerboard copula

Suppose we have obtained a checkerboard copula Ch defined by a matrix h = [hi] ∈ R` where ` = n2

and i = (i, j) ∈ {1, . . . , n}2 on a uniform partition {Ii} of the unit square. Simulated data for monthly
rainfall pairs may be generated as follows. Define an order for the indices i = (i, j) by saying that
(i, j) ≺ (p, q) if i ≤ p and j < q. For each pseudo-random number r ∈ (0, 1) select the interval
Ipq = (a(p), a(p+ 1))× (a(q), a(q + 1)) if

∑
(i,j)≺(p,q)

hij < nr <

 ∑
(i,j)≺(p,q)

hij

+ hpq.

Once the interval Ipq has been selected the precise position of the pseudo-random point (ur, vr) ∈ Ipq and
the corresponding rainfall pair is fixed by generating two more (independent) pseudo-random numbers
(sr, tr) ∈ (0, 1)2 and setting

(ur, vr) =
(

(p− 1) + sr
n

,
(q − 1) + tr

n

)
and (xr, yr) =

(
F−1
x (ur), F−1

y (vr)
)

where Fx and Fy are the given marginal distributions.

The fitted bi-variate checkerboard copula of maximum entropy. We set ρ = 0.2169 and calculate

h ≈


0.35818 0.28072 0.21037 0.15073
0.28072 0.26668 0.24223 0.21037
0.21037 0.24223 0.26668 0.28072
0.15073 0.21037 0.28072 0.35818

 ∈ R4×4
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where h = [hij ]. The entropy is given by J(h) ≈ −0.02728.

The fitted bi-variate normal copula. We choose θ = 1.29893 to give ρ ≈ 0.2169 and calculate

h ≈


0.36575 0.27132 0.21489 0.14804
0.27132 0.26468 0.24911 0.21489
0.21489 0.24911 0.26468 0.27132
0.14804 0.21489 0.27132 0.36575

 ∈ R4×4

where h = [hij ]. The entropy is given by J(h) ≈ −0.02759.

Figures 1 (a) and (b) show scatter plots for the synthetic rainfall pairs generated by the respective checker-
board copulas and histograms for the corresponding marginals.
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Figure 1. Generated rainfall pairs using (a) a copula of maximum entropy and (b) a normal copula.

2.3 Comparison of the results

The variance of the synthetic rainfall totals generated by the independent model is significantly less than
the variance for the observed sums. The totals generated using either the copula of maximum entropy
or the normal copula provide a much better match. See Table 3 for details. We apply the Kolmogorov-
Smirnov goodness of fit test to analyse the results. The P-values for the copula of maximum entropy
and for the normal copula are both greater than 0.05 and so there is no significant difference between the
observed and generated totals at the 5% significance level.

Table 3. Comparison of the three different models

Mean (mm) Variance

Observed 160.488 10830.299

Independent model 160.451 8732.729

Maximum entropy checkerboard copula 160.900 10742.020

Normal checkerboard copula 161.661 10648.118
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3 CONCLUSIONS

Our preliminary work shows that the variance of the generated bi-monthly rainfall totals can be signifi-
cantly increased by using a copula that allows us to incorporate the observed correlation. We have used
two different copulas. The rationale for using a copula of maximum entropy was a desire to avoid unwar-
ranted assumptions about the unobserved statistics. Likewise, the corresponding bi-variate distribution
is the most disordered distribution that preserves the prescribed marginal distributions and matches the
observed grade correlation.

In comparing the two methods there is little to distinguish them. The normal checkerboard copula turns
out to be very close to the maximum entropy checkerboard copula of the same size in all of the two-
dimensional examples we considered, irrespective of the number of subdivisions. In two dimensions, the
numerical calculations for each method are of similar complexity and can be implemented using standard
MATLAB packages. For higher dimensions, the recent paper by Piantadosi et al. (2010) shows that the
calculations required for the maximum entropy checkerboard copula are feasible. It would seem that
the same should be true for the normal checkerboard copula but preliminary calculations of the relevant
probability integrals with the MATLAB package triplequad did not yield sufficiently accurate results.
More work is still required to find a suitable calculation procedure.
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