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Abstract: Species distribution models (SDMs) are empirical models relating species occurrence to 
environmental variables based on statistical or other response surfaces. SDMs can be used as a tool to solve 
some theoretical and applied ecological and environmental problems. The success of their applications 
depends on the accuracy of the models. In this study we propose an approach to thoroughly assess the 
accuracy of species distribution models. This includes three aspects:  

First is to use several accuracy indices that not only measure model discrimination capability, but also those 
that measure model reliability. The former is the power of the model that differentiates presences from 
absences; and the latter refers to the capability of the predicted probabilities to reflect the true probabilities 
that species occurs in individual locations.  

Previous studies have shown that some accuracy measures are sensitive to the prevalence of the test dataset, 
and that others are not. While all the reliability measures display this sensitivity to prevalence, only do some 
discriminatory measures fall into the latter group. Many researchers recommend the use of prevalence-
insensitive measures in model accuracy assessment. However, using this approach the calibration power of 
the models cannot be assessed. We argue that calibration measures should also be provided in model 
accuracy assessments.  

The second aspect is to provide confidence intervals associated with the estimates of accuracy indices. 
Analytical methods, both parametric and nonparametric, have been introduced for constructing the 
confidence intervals for many accuracy indices. Computer-intensive methods (e.g. bootstrap and jackknife) 
can also be used to construct confidence intervals that are more attractive than the traditional analytical 
methods as (1) they have less statistical assumptions; and (2) they are virtually applicable to any accuracy 
measures. 

The third aspect is to provide an assessment of accuracy across a range of test data prevalence, since some 
accuracy indices are dependant on this quality of the test data. Test data with differing levels of prevalence 
will provide a range of results for the same accuracy index. Assessing the accuracy at only one level of 
prevalence will not provide a complete picture of the accuracy of the models. The range of test data 
prevalence can be set up by researchers according to their knowledge about the target species, or could be 
taken from the confidence interval of the population prevalence estimated from the sample data if the data 
can be considered as a random sample of the population. 

In this paper, we use an Australian native plant species, Forest Wire-grass (Tetrarrhena juncea), as an 
example to demonstrate our approach to more thoroughly assessing the accuracy of species distribution 
models. The accuracy of two models, one from a machine learning method (Random Forest, RF) and another 
from a statistical method (generalized additive model, GAM), were assessed using nine accuracy indices 
along a range of test data prevalence (i.e. the 95% confidence interval of the population prevalence estimated 
from the sample data using bootstrap percentile method), and a bootstrap method was used to construct the 
confidence intervals for the accuracy indices. With this approach, the species distribution models were 
thoroughly assessed. 
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1. INTRODUCTION 

Species distribution models (SDMs) relate species observations (presence/absence records) and some 
environmental variables through various modeling techniques, both machine learning and statistical. Species 
distribution modeling has become an important tool for both theoretical research and environmental 
applications (Guisan and Zimmermann, 2000). For the former, such modeling exercise can improve our 
understanding of species-environment relationships; for the latter, SDM predicts species occurrence, which 
can be used in the assessment of habitat suitability, climate change impact, landscape management impact, 
and site selection for species reintroduction, etc. However, the success of all these exercises depends on the 
accuracy of the models. Two aspects are central to examining model accuracy: discrimination capacity and 
reliability (Pearce and Ferrier, 2000). Discrimination capacity measures model’s ability to distinguish 
between sites where the subject species has been detected (presence sites) and those sites where the species is 
known to be absent (absence sites). Reliability indicates the correspondence between the predicted 
probabilities of species presence and the observed proportions of species presences, that is, to which extent 
the predicted probabilities are accurate. Though the former is generally viewed as more important than the 
latter (Ash and Shwartz, 1999), the latter can also be important in some situations, e.g. when a map showing 
the probability of species occurrence is required. A good model should have both good discrimination and 
good reliability (Pearce and Ferrier, 2000). 

Various indices have been introduced to measure the accuracy of the models (some are listed in Table 1).  
For example, sensitivity, specificity, kappa and the area under the receiver operating characteristic curve 
(AUC), etc., are the widely used indices measuring the discrimination capacity of models. Brier score (i.e. 
mean square error, and therefore root mean square error (RMSE)) can be used to measure the reliability of 
models. Fielding and Bell (1997), Couto (2003), Caruana and Niculescu-Mizil (2004), Liu et al. (2007) 
provide the detailed explanation and further references for these and other indices.  

The effect of prevalence − i.e. the proportion of sites that the species is present within a sample − must also 
be taken into account in accuracy assessments, since some accuracy indices are sensitive to the prevalence of 
test dataset. Kappa is particularly susceptible to influences from prevalence (Fielding and Bell, 1997). The 
positive predictive value (PPV) and negative predictive value (NPV) also depend strongly on prevalence 
(Riddle and Stratford, 1999; Shapiro, 1999; Bossuyt, 2008). Depending upon the accuracy metric used a 
variety of conclusions may be drawn from a study where the prevalence of the test data varies. In order to 
incorporate the test data prevalence within accuracy assessments, we propose the use of a range of ‘test data’ 
across the likely range of prevalence to assess the model accuracy. If the test data is randomly sampled from 
the population, a confidence interval can be estimated for the population prevalence, and the assessment can 
be taken within this interval.      

In the field of species distribution modelling, it is common to provide a value for each accuracy index, 
however this may be of limited use since sampling variation is not indicated. The uncertainty associated with 
the estimated accuracy needs to be complemented (Jolliffe, 2007), and confidence intervals serve for this 
purpose. Various analytical methods, both parametric and nonparametric, have been introduced for 
constructing the confidence intervals for the accuracy indices (Koopman, 1984; DeLong et al., 1988; 
Newcombe, 1998; Medina and Zurakowski, 2003; Miao and Gastwirth, 2004; Molodianovitch et al., 2006; 
Lloyd and Moldovan, 2007; Qin and  Hotilovac, 2008). However, many of these are approximations, e.g. 
derived using delt method, and depend on large sample properties of the statistics used. When sample size is 
not large, the accuracy of the confidence intervals cannot be guaranteed. In addition, many of these formulae 
are very complex. As an alternative, computer-intensive methods (e.g. bootstrap and jackknife) have been 
used for this purpose, e.g. Jolliffe (2007). Bootstrap method provides a general framework for constructing 
confidence intervals for the accuracy indices of interests. Though there are different methods for constructing 
bootstrap confidence intervals, it is still difficult to say which method is generally better. The percentile 
method is a simple and intuitive one, and was used in the study reported here.  

In this paper, we take a plant species, Forest Wire-grass, (Tetrarrhena juncea), as an example to demonstrate 
the approach to more thoroughly assessing the accuracy of species distribution models. The accuracy of two 
models, one from a machine learning method (Random Forest, RF) and another from a statistical method 
(generalized additive model, GAM), was assessed using nine accuracy indices along a range of test data 
prevalence, and bootstrap method is used to construct the confidence intervals.    
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Table 1. The nine accuracy measures used in this study, where n  is test data size; 11n , 00n , 01n  and 10n  

are the true presences (i.e. positives) and absences (i.e. negatives), and false presences and absences 

respectively; 10111 nnn +=+ , 01000 nnn +=+ , 01111 nnn +=+   and 10000 nnn +=+  are the observed 

presences and absences, and predicted presences and absences respectively; io  and ip  ( ni ,,2,1 = ) are 

the observed species occurrence (1 for presence and 0 for absence) and the predicted probability of species 
presence at site i .  
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2. METHODS 

2.1 Species and Environmental Data 

Forest Wire-grass (Tetrarrhena juncea R.Br.) is a tufted perennial grass with branched and scrambling wiry 
stems. It is common in a range of foothill and montane forest environments in southern and eastern Australia. 
Species distribution data was extracted from the Victorian Department of Sustainability and Environment’s 
vegetation and plant species database - the Flora Information System (FIS). The FIS is a large repository of 
vegetation sample plots or quadrats that have been collected from across the Australian State of Victoria, - an 
area of approximately 22 million hectares. The geographic co-ordinates of all quadrat sites is known with 
some certainty and as such, many environmental (climatic, radiometric, topographic) and spectral variables 
from the same locations have been extracted from a ‘stack’ of data themes stored in a Geographic 
Information System. From this large range of variables, eleven were considered to be important for modeling 
species distributions, and were used in this study. 

This study aimed to demonstrate an approach to model accuracy assessment by randomly extracting 1000 
quadrats from the dataset, among which the target species is present in 164 quadrats, and the other 836 
quadrats are considered as absences. We then randomly sampled 70% from the presences and absences 
respectively to construct a training dataset containing 115 presences and 585 absences respectively, with 49 
presences and 251 absences remaining as a test dataset. 
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2.2 Modeling Techniques 

Random Forest (RF) and generalized additive model (GAM) were used in this study. While GAM is a 
statistical model, RF is a machine learning method.  

GAMs are semi-parametric extensions of generalized linear models that permit both linear and complex 
additive shapes or a combination of the two within the same model (Parviainen et al. 2008). R Package mgcv 
(version 1.3-29) was used in this study. We used a binomial probability distribution for the response and logit 
function for the link. The degree of smoothness of model terms was estimated as part of model fitting. 

RF is an ensemble technique in data mining. It was designed to produce accurate predictions while limiting 
overfitting of the data (Breiman, 2001). In RF, bootstrap samples are drawn to construct multiple trees, each 
tree is grown with a randomized subset of predictors, a large number of trees (500 in this study) were grown 
to maximum size without pruning, and aggregation were produced by averaging the trees (Prasad et al., 
2006). The R Package randomForest (version 4.5-22) was used to build the model in this study. Exploratory 
analyses showed that the default values for the parameters worked well for the problems in our study. That is, 

500 trees were grown in each forest (i.e. model) and 3 (the closest integer to 11 ) environmental variables 
were randomly chosen at each node to split. However, we used different weights for the two classes — n1 for 
absence and n0 for presence — to make the total weight balanced for the two classes, where n0 and n1 are the 
number of training sites for the two classes: absence and presence. 

2.3 Accuracy Assessment 

Nine accuracy indices (Table 1) were used in this study, which included: overall accuracy (OA), sensitivity 
(Se), specificity (Sp), positive predictive value (PPV), negative predictive value (NPV), true skill statistic 
(TSS), kappa (Kp), the area under the receiver operating characteristic curve (AUC), and root mean square 
error (RMSE).  

Among the above indices, some are threshold-dependent e.g. OA and Se etc., which need binary result. For 
each model we used the training data prevalence as the threshold to transform the continuous result into 
binary one. This threshold-selecting method was shown to be a reliable one (Liu et al., 2005). All the 
threshold-dependent indices were calculated on the transformed binary result based on the threshold selected 
in this way.  

Since our sample was randomly extracted from a large dataset containing more than 27,000 quadrats that 
were scattered across the state, we can reasonably assume that the sample was a random one from the 
population. Thus, the population prevalence can be estimated from such a random sample. Its confidence 
interval can also be estimated with bootstrap (percentile) method. Each bootstrap sample is completely 
randomly taken from the original sample. 10,000 bootstrap samples were taken. This interval provided will 
be taken as the range of prevalence for our assessment. To simplify the process, we made our assessment at 
three potential levels of prevalence: the estimated prevalence, and the lower and upper limits of the 95% 
confidence intervals of the prevalence. At each level of prevalence a stratified sampling was adopted to 
guarantee the prevalence in each bootstrap sample corresponded to the specified prevalence level while the 
sample size is the same as that of the original sample. At each prevalence level, bootstrap percentile 
confidence intervals of each index for each model and the difference of each index between the two models 
were constructed. 

3. RESULTS 

The estimates of the nine accuracy indices for the two models using the original test dataset are shown in 
Figure 1. It can be seen that the overall accuracy is greater than 75% and AUC is around 0.8, specificity is 
higher than sensitivity, and NPV is much higher than PPV for both models. The RF model performed better 
than the GAM model according to OA, Sp, PPV, Kp, AUC and RMSE metrics (since RMSE measures error, 
the smaller, the better), although they are almost the same according to TSS. The GAM model had better 
performance than the RF model according to Se and NPV measures. 

The population prevalence was estimated as 0.164, and its 95% bootstrap percentile confidence interval is 
estimated as (0.145, 0.183). The bootstrap estimates and confidence intervals for each index and the 
difference between the two models for each index at the three levels of prevalence are shown in Figure 2. It 
can be seen that the confidence intervals are located well above 0 for TSS and Kp, and well above 0.5 for 
AUC for all the three levels of test data prevalence and the two models. This means that the two models are 
much better than random predictions, and consequently have predictive ability. Though the confidence 
intervals for Sp are above 0.7, the confidence interval for Se is only above 0.5. While the confidence intervals 
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for NPV are above 0.88, those for PPV are below 0.5. This means while most predicted absences are correct, 
many predicted presences are wrong.    

 

Figure 1. Estimates of the 
nine accuracy indices for 
the two models (RF and 
GAM) using the original 
test dataset. 

 

 

 

 

 

 

It can also be seen that for all the indices, the 95% confidence intervals for the two models are overlapping to 
some degree at each of the three levels of test data prevalence. This indicates that the difference between the 
two models is not significant. This is also reflected in the 95% confidence intervals of the difference between 
the two models, which contain 0, except that for AUC at the highest level of prevalence, which is (0.0007, 
0.07). This formally tests that the two models are not statistically significantly different at 0.05 significance 
level according to all the indices at all three prevalence levels. The exception is for AUC at the highest 
prevalence level where the two models are statistically significantly different at 0.05 significance level. This 
confirms that some difference cannot be revealed by comparing two separate confidence intervals of an index 
for two models, which is not a reliable way of testing the difference between them, and directly checking the 
confidence interval of the difference between the two models is the right way. 

A close examination of Figure 3 shows that 0 is very close to the lower limits of the 95% confidence intervals 
of the difference of AUC between the two models, and to the upper limits of the 95% confidence intervals of 
the difference of RMSE between the two models for all the three levels of prevalence. However, 0 is not 
contained in the 90% confidence intervals of the difference between the two models for these two indices 
(Figure 3). This means that according to these two indices, the two models are statistically significantly 
different at 0.1 significance level, and RF performs better than GAM with the data provided. 

Figure 2 also shows that Se, Sp, TSS and AUC are not dependent on test data prevalence, while PPV, NPV, 
Kp and RMSE are dependent on this parameter for such a small range (0.145, 0.183) examined in this study. 
Although there is some indication of OA being dependent on test data prevalence in Figure 2, the trend is not 
clear because of the small range of prevalence. These results suggest that test data prevalence should be 1) 
explicitly stated in model accuracy assessment, and 2) examined across a range of prevalence relevant to the 
accuracy assessment. 

4. CONCLUSION 

In this paper, we have demonstrated an approach to thoroughly assessing the accuracy of species distribution 
models by modeling a plant species using two modeling methods, RF and GAM. Specifically, this approach 
includes three aspects. The first is to include several accuracy indices measuring both model discrimination 
capability and reliability, i.e. in addition to the commonly used accuracy indices measuring model 
discrimination capability, e.g. OA, Se, Sp, TSS, Kp and AUC, we also employed RMSE to measure model 
reliability. The second is to provide confidence intervals associated with the estimates for the accuracy 
measures. Bootstrap method provides a general framework for constructing confidence intervals for all the 
accuracy measures. The third is to examine accuracy assessments along a range of test data prevalence. This 
range can be set up by researchers according to their knowledge about the target species, or can be 
substituted by the confidence interval of the population prevalence estimated from the sample data if the data 
can be considered as a random sample of the population. Using this approach, species distribution models can 
be thoroughly and rigorously assessed, and more reliably applied to fields such as conservation biology, 
landscape planning and environmental impact assessments. 
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Figure 2. The 95% confidence interval for each index and the difference between models RF and GAM. 
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Figure 3. The 90% confidence interval for the difference between models RF and GAM. 
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